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ABSTRACT 

A constant need to increase the network capacity for meeting the growing demands of the 
subscribers has led to the evaluation of cellular communication networks from the first 

generation to fifth generation. There will be billions of connected devices in the near future. Such 

a large number of connections are expected to be heterogeneous in nature, demanding higher 
data rates, lesser delays. The available spectrum resources are limited and need to be flexibly 

used by the mobile network operators to cope with rising demand. An emerging facilitator of the 
upcoming high data rate demanding next generation networks is device-to-device 
communication. 

In this project, various types of mobilities are assigned to the users devices under a common 

constant parameters. The user equipments are positioned at large distance from eNB where the 
signal of eNB is weak. A comparative study is made between the conventional cellular system 
and direct communication cellular system. The user devices are working on TCP connection 

oriented protocol. A real life file is being transferred from source to destination through side link 

in D2D communication. The sending window size is limited with advertised window size. The 

Round Trip time and the Retransmission Time Out is measured under various window size for 

both conventional and direct communication. The results are noticed. 

A brief description on TCP protocol of transport layer is discussed. The relation of round trip time, 
retransmission time out and window size is marked. D2D communication exploited as a new 

communication opportunity in several fields, like vehicular networks, loT and machine-to 
machine applications. 
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Chapter 1 

INTRODUCTION 

 

The number of hand-held devices is drastically increasing with rising for higher data rate for 

application. The demand for wireless mobile data continues to explode and increasing in the 

number of smart phones in usage throughout the world. Dense deployments and 

heterogeneous topologies with small cells (micro/pico/femto) deployed in conjunction with 

macro cells have been used. Indoor coverage improvements through the use of remote radio-

heads and distributed antennas have proliferated. These approaches using small cells have 

certain drawbacks, such as a huge mobility increase in mobility events, complex interferences 

management issues, the cost and effort involved in installing and maintaining large amounts of 

additional infrastructure, such as high capacity internet backhaul, power sources. 

The Long Term Evolution (LTE) of the UMTS is the standard for next generation network that is 

device to device communication, which is expected to play an indispensable role in the 

approaching era of wireless communication. The introduction of device to device 

communication (D2D), direct transmission between mobile devices is expected to improve the 

reliability of the link between devices, enhance spectral efficiency and system capacity with 

reduced latency within the network. Device to device communication allows to communicate 

between devices in two ways that is either partial involvement of base station or without 

involvement of base station. The devices nearer to each other can directly communicate with 

each other by establishing direct links (side links). Due to small distance between the D2D 

devices, it supports power saving within the network which is not possible in conventional 

cellular communication. It is certain in improvement of energy efficiency, throughout and 

reduce delay. It has the potential to effectively offload traffic from the network core. Hence, it 

is very flexible technique of communication within the cellular network.  

In a conventional cellular network, every communication is between User Equipments (UEs) 

through evolved base station (eNB). Even though the UEs are within hearing range of each 

other, they have to communicate via two-hop path, which becomes delay in communication, 
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less reliability if the UEs are at the edge of the region of eNB. With the introduction of device to 

device direct communication, these drawbacks of conventional cellular network can be 

overcome.  

Thus direct communication between UEs is categorized into four different types. They are as 
follow: 

(1) Device relaying with controlled link establishment from the operator. Devices at 

the cell edges or in poor coverage areas are capable of communicating with the 

base station (BS) by relaying information through other devices. All tasks of 

establishing the communication between the devices are handled by the base 

station (BS). The battery life of the devices is enhanced this way. The architecture 

is as shown below: 

 

 
Fig:1 Relaying Devices with controlled link established from the operator 

 

(2) Direct communication between devices with controlled link establishment by the 

operator.  Two devices communicate directly with each other, with control links 

provided by the base station. Though direct, the communication is entirely 

managed by the base station. Since in (1) and (2), a central controlling entity, i.e. 

the base station(BS) is present, interference management is possible. The 

architecture is as shown below: 
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Fig:2 Direct Communication between devices with operator controlled link establishement 

 

(3) Device relaying with controlled link establishment from the device. 

Two devices communicate via relays, within the cellular networks. Resource 

allocation, setting up of call, interference management, all is managed by the 

devices themselves, in a distributive fashion. Control of the base station is missing.   

is as shown below: 

 

  

Fig:3 Relaying device with device controlled link establishment 
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(4) Direct communication between devices (Direct d2d) with controlled link 

establishment by the device. Devices communicate directly, without aid from the 

base station(BS). The architecture is as shown below: 
 

 
 

Fig:4 Direct communication between devices with device controlled link established 
 
 

The benefits offered by direct or D2D communication  are as follows: 

1. One hop communication: the devices can communicate with each other through a single 

hop. Lesser resources are then required for the communication, resulting in an efficient 

utilization of the spectrum. Since proximity users directly communicate with each other in D2D 

communication, latency is greatly reduced. These are desirable aspects in a cellular network. 

The mobile network operators are also benefitted by these aspects of D2D communication. 

2. Spectrum Reusability: with D2D communication in cellular networks, same spectrum is 

shared by the D2D users as well as the cellular users. This supports spectrum reusability, 

thereby improving the spectrum reuse ratio. 

3. Optimization of Power Levels: since D2D links exist between proximate devices, over a small 

distance, transmission power is less. This enhances the battery life of the devices. As a result, 

higher energy efficiency can be achieved with D2D communication in cellular networks. 
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4. Improved Coverage Area: as discussed in (1) and (3), D2Dcommunication is possible with 

relays. This supports communication over greater ranges, thus increasing the overall coverage 

area. 

 

1.1. MOTIVATIONS AND OBJECTIVE 

 

The evolution of cellular wireless communications has involved the introduction of technologies 

such as multiple antennas, higher spectral efficiency through better modulation, denser 

deployments and carrier aggregation. A different approach to enhancing the cellular network 

by using direct communication D2D (Device to Device) between UEs (User Equipment) is 

presented in this paper. The direct communication can be used for several purposes including 

network traffic offloading, public safety, and social applications such as gaming. The objective 

for D2D communication is mainly used here for traffic offloading and minimizing the load of 

base station or eNodeB (evolved Node Base station). The steps involved in establishing and 

maintaining a D2D call and procedures for efficient mobility between a traditional cellular mode 

and a D2D mode of operation is represented in this paper. 

In this paper, how the Round Trip Time (RTT) of Transmission Control Protocol (TCP) in 

transport layer of TCP/IP suite connection affected by D2D communication is shown. Here the 

performance obtained by TCP Reno. Our simulation is carried out using SimuLTE, c++ system-

level simulation developed for omnet++ which simulates the data plane of the LTE/LTE-A radio 

access network. A static and some pedestrian mobility scenarios have been evaluated, where 

flows are sent through either Side Link (SL) D2D or upload/downlink conventional path for 

some UEs messages transmission from source to destination. In this experiment, one pair of 

UEs (one to one) and one eNB (evolved Node Base station) with omni direction are considered 

for simplicity.  
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1.2. PROJECT OVERVIEW 

 

The wireless communications for having d2d mode of operation is designed by 3GPP LTE-

Advanced system as baseline for d2d communications. In telecommunications, LTE (Long-Term 

Evolution) is a standard for high speed wireless communication for mobile devices and data 

terminals, based on GSM/EDGE and UTMS/HSPA technologies. It increases the capacity and 

speed using a different radio interface together with core network improvements. The standard 

is developed by 3GPP (3rd Generation Partnership Project). The LTE wireless interface is 

incompatible with 2G and 3G networks, so that it must be operated on a separate radio 

spectrum. The further LTE is developed towards LTE-Advanced to provide higher bitrates in a 

cost efficient way. The main functionalities introduced in LTE-Advanced is Carrier 

Aggregation(CA). The way to increase the capacity is to add more bandwidth. Since it is 

important to keep backward compatibility with R8 and R9 mobiles (specified in 3GPP LTE 

Release 8 and Release 9) the increase in bandwidth in LTE-Advanced is provided through 

aggregation of R8/R9 carriers. 

The implementation and work for wireless d2d communication requires some software 

platform which include OMNET++5.0, INET Framework and SimuLTE. INET Framework and 

SimuLTE are the softwares that have been used on the OMNET++5.0 platform. 
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Chapter 2 

 

LTE/LTE-A  SYSTEM   OVERVIEW 

The term LTE is a project of the Third Generation Partnership Project (3GPP). The goal of the 

project was to determine the long-term evolution of 3GPP’s Universal Mobile Telephone 

System (UMTS)[10]. The project LTE is inextricably linked with the underlying technology, which 

is an evolution of UMTS. The UMTS Radio Access Network (RAN) has two major components:(1) 

the Universal Terrestrial Radio Access (UTRA), which is the air interface including the user 

equipment (UE) or mobile phone, and (2) the Universal Terrestrial Radio Access Network 

(UTRAN), which includes the Radio Network Controller (RNC) and the base station known as 

eNB. 

As the LTE is the evolution of UMTS, components along LTE are named as evolved UTRA (E-

UTRA) and evolved UTRAN (E-UTRAN). The system is more than just the RAN since the parallel 

3GPP project called System Architecture Evolution (SAE) defines a new Internet Protocol 

(IP)packet only core network known as the Evolved Packet Core (EPC). The combination of the 

EPC and the evolved RAN (E-UTR aand E-UTRAN) is the evolved packet system (EPS). The EPC 

provides seamless interworking with existing 3GPP and non-3GPP radio access technologies.  
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Fig.5 Logical high level architecture for the evolved system 

 

2.1.  SIMULTE  LAYER 

 

The simuLTE is the main platform based on the omnet++ and inet for performing device to 

device communication. SimuLTE simulates the data plane of the LTE/LTE-A Radio Access 

Network and Evolved Packet Core (EPC). It allows simulation in Frequency Division Duplexing 

(FDD) mode, with heterogeneous eNBs (macro, micro, pico, etc.), using omni directional and 

anisotropic antennas, possibly communicating via X2 interface.  

The LTE-A protocol stack consists of four layers shown in figure 6 [1], described top to bottom: 

an IP packet entering an LTE interface first traverses the Packet Data Convergence Protocol 

(PDCP), where it is cyphered and assigned a sequence number. It is then sent down to the Radio 

Link Control (RLC) layer, in the form of an RLC SDU, and it is buffered there. It performs 

segmentation/concatenation of RLC SDUs on transmission, and reassembly, duplicate detection 

and reordering of RLC PDUs on reception. The MAC sits below the RLC and requests to it an RLC 
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PDU of a given size. The RLC complies by dequeueing from its buffer one or more RLC SDUs and 

combining them as necessary into RLC PDUs. The MAC adds its own header and forms a MAC 

PDU, also called Transmission Block (TB). SimuLTE comes with models of real life applications 

(e.g., VoIP, Video on demand, Gaming) but any other TCP/UDP based omnet++ application can 

also be used. In the UE it connects the Network Interface Card (NIC) to applications that use 

TCP or UDP. In the eNB, it connects eNB itself to other IP peers (e.g., a web server), via Point-to-

Point Protocol (PPP).The NIC module structure is shown below implements the LTE protocol 

layers. 

 

Fig. 6 LTE protocol Layers 

 

The working of the layers of LTE protocol are as follows: 

(1) PDCP-RRC module 
 

The PDCP-RRC module is the connection point between the NIC and LTE-IP modules. It 

receives data from upper layers in the downlink direction from RLC layer in the uplink 

direction. It performs Robust Header Compression (ROHC) and assigns/ creates the 

Connection Identifier (CID) along with UE ID that uniquely identifies connection in the 

whole network. A Logical Connection Identifier (LCID) is established for each 4-tuple in 

the form of < sourceAddr, destAddr, sourcePort, destPort >. When a packet arrives at 

PDCP-RRC, the correct LCID is attached to it, otherwise a new LCID is created storing 

new 4-tuple. Then the packet is encapsulated in a PDCP PDU (Protocol Data Unit) and 

forwarded to the RLC port depending on the selected RLC mode. A packet coming from 
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the RLC in the uplink direction, the packet is decapsulated, its header is decomposed 

and the resulting PDCP PDU is sent to upper layer. 

 
(2) RLC module 

 
The RLC module performs multiplexing and demultiplexing of MAC SDUs (Service Data 

Unit) to/from the Mac layer. It implements the three RLC modes Transparent 

Mode(TM), Unacknowledged Mode (UM), Acknowledged Mode (AM) as defined in 

3GPP-TS 36.322) [6]. It forward the packet from/to the PDCP-RRC to/from the proper 

RLC mode entity. RLC operation is same for both eNB and UE. There are three different 

gates connected with the PDCP-RRC module one for each RLC mode. The TM submodule 

has no buffer it forwards packet transparently. On the otherhand AM and UM have their 

own set of transmission/reception buffers, one for each CID associated to that RLC 

mode. The structure of the RLC module is shown below: 

 

                   

 
Fig. 7 RLC module representation 
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(3) MAC module  
 

The MAC module is where most of the intelligence of each node resides. It performs 

buffering the packets from upper (RLC) and lower (PHY) layers, encapsulating MAC SDUs 

into MAC PDUs and vice-versa. It manages channel feedback, adaptive modulation and 

coding (AMC) and scheduling. In the downlink direction, MAC SDUs coming from RLC 

layer are stored in MAC buffers, one for each CID. One each Transmission Time Interval 

(TTI) some connections are scheduled for transmissions, according to the schedule list 

composed by scheduler. MAC SDUs from the scheduled connections are then 

encapsulated into MAC PDUs, which are then stored in H-ARQ buffers and forwarded to 

the physical layer. IN the uplink direction, MAC PDUs coming from the physical layer are 

stored into H-ARQ buffers. They are checked for correctness, decapsulated and 

forwarded to RLC. Resource scheduling is performed at the eNB for both the uplink and 

downlink. For the uplink, decisions are notified to the UEs via grant message, that is the 

current release the Physical Control Channel (PDCCH) is not directly simulated. Each UE 

reads the grants and decides which local connection will be able to use the granted 

resources, if any. UEs in turn request uplink resources via Random Access (RAC) 

Procedure, which is implemented through message generated at the MAC module. The 

structure of packet flow in MAC module is shown below: 

 

 
Fig. 8 MAC packet flow 
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(3) PHY module 
 

The PHY module implements functions related to physical layer. Such as channel 

feedback computation and reporting, data transmission and reception, air channel 

emulation and control message handling. It stores the physical parameters of the nodes 

such as transmission power and antenna profile. Each physical module on eNB and UE 

has an associated Channel Model which represents physical channel as perceived by the 

node itself. The Channel Model is an interface that defines two main functions: 

getSINR(), which returns the Signal to Interference and Noise Ratio (SINR), and 

error(),which checks if a packet has been corrupted. At the UE side, tasks related to 

physical layer procedures are performed by an independent Feedback Generator 

module, which generates channel feedback (i.e. CQI) [6]. The physical LTE channels, such 

as Physical Downlink Control Channel (PDCCH), Physical Uplink Control Channel 

(PUCCH), and Physical Random Access Channel (PRACCH) are not modeled down to the 

level of OFDM symbols, to keep both memory and CPU usage limited. 

 In downlink direction, MAC PDUs are received from the MAC layer and encapsulated in 

an Air Frame packet. Packets are marked with a type with either data or control. Then 

they are directly sent to their destination module, selected according to the controlled 

information attached to the packet.  

In the uplink direction, a received Air Frame packet is selectively processed depending 

on its type, control packets are directly forwarded to the upper layer whereas data 

packets are tested against the error() function of the Channel Model before being 

marked and sent to the upper layer.  

 

2.2. SIMULTE  ARCHITECTURE 

 

The core SimuLTE module is the LTE NIC card, based on which can instantiate nodes with LTE 

capabilities, specifically UEs and eNBs. These nodes exploit the LTE NIC as an interface, and add 

as upper layers modules from INET, i.e. a set of OMNeT++ based modules to simulate standard 
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Internet entities. A representation of the nodes is given in figure 8 below. The NIC card 

implementation allows to develop nodes with multiple connectivity capabilities (e.g. LTE and/or 

Wi-FI). 

 

 

Fig. 9 Overview of simuLTE 

 

The NIC cards in the UE and eNB nodes are organized by layers, namely PDCP, RLC, MAC and 

PHY, with a one-to-one correspondence with the LTE protocol stack. In fact, OMNeT++ allows 

inheritance of both the structure and the behavior of modules. Considering the MAC layer as an 

example, we have the MacUeand, MacEnbclasses, both extending the MacBase class with 

node-specific functions, such as the resource scheduler on the eNB side [8]. In SimuLTE, data 

transmission and resource accounting are done separately. Resource accounting is done by a 

central module, the Binder, which monitors the resource blocks (RBs) in the system on a TTI 

basis. The Binder has the full visibility of all the nodes in the system, and can be called by every 

node to obtain shared information. It keeps track of which RBs are used by which node (eNBs in 

DL and UEs in UL), which still allows a correct interference management. The dataflow is 

instead modeled via message exchanges between modules. The correspondence between 
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messages and resources is maintained by the Binder, which associates a certain amount of RBs 

to each message, based on the length of the MAC PDU and on the modulation and coding 

scheme employed by the transmitter. Control channels, such as the Physical Downlink Control 

Channel (PDCCH) is used to carry scheduling assignments, are not directly implemented, rather 

they are modeled using separated messages and the associated resources are again kept 

consistent by the Binder. This allows to simulate and evaluate their behavior from a resource 

perspective, without paying for the added complexity of a full emulation. Finally, each NIC card 

has a ChannelModel class, which cooperates with the PHY layer and that models the status of 

the air channel as is perceived by the NIC card itself. It is mainly used to compute the SINR of a 

signal received by the node, which in turn is used by the PHY layer to compute the CQIs and 

evaluate transmission errors. Each Channel Model interacts also with the Binder to know 

exactly which resources are actually used by every node in the system. 
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Chapter 3 

 

DESCRIPTION OF SOFTWARES 

3.1. OMNET++ 

It is an object-oriented modular discrete event network simulation framework. It is not a 

simulator of anything concrete, but rather provides infrastructure and tools for writing 

simulations. One of the fundamental ingredients of this infrastructure is a component 

architecture for simulation models. Models are assembled from reusable components termed 

modules. Modules can be connected with each other via gates (other systems would call them 

ports), and combined to form compound modules. The depth of module nesting is not limited. 

Modules communicate through message passing, where messages may carry arbitrary data 

structures. Modules can pass messages along predefined paths via gates and connections, or 

directly to their destination; the latter is useful for wireless simulations. Modules may have 

parameters that can be used to customize module behavior and/or to parameterize the 

model’s topology. The lowest level of the module hierarchy are called simple modules, and they 

encapsulate model behavior. Simple modules are programmed in C++, and make use of the 

simulation library. OMNeT++ simulations can be run under various user interfaces. Graphical, 

animating user interfaces are highly useful for demonstration and debugging purposes, and 

command-line user interfaces are best for batch execution. The simulator as well as user 

interfaces and tools are highly portable. They are tested on the most common operating 

systems (Linux, Mac OS/X, Windows), and they can be compiled out of the box or after trivial 

modifications on most Unix-like operating systems. OMNeT++ also supports parallel distributed 

simulation. It can use several mechanisms for communication between partitions of a parallel 

distributed simulation, for example MPI or named pipes. OMNEST is the commercially 

supported version of OMNeT++.  
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3.2. INET FRAMEWORK 

INET FrameworkcontainsIPv4, IPv6, TCP, SCTP, UDP protocol implementations, and several 

application models. Link layer models are PPP, Ethernet and 802.11. Static routing can be set up 

using network auto configurators, or one can use routing protocol implementations. The INET 

Framework supports wireless and mobile simulations as well. The INET version 3.4 is used for 

omnet++5.0. The INET Framework builds upon omnet++, and uses the same concept: modules 

that communicate by message passing. Hosts, routers, switches and other network devices are 

represented by omnet++ compound modules. These compound modules are assembled from 

simple modules that represent protocols, applications, and other functional units. The INET 

Framework gives us a platform where we don’t have to code with C++ programme. The code is 

written in a file called omnetpp.ini configuration file which is the main file to change the 

parameters. The external interfaces of modules are described in NED files. NED files describe 

the parameters and gates (i.e. ports or connectors) of modules. The packages in INET are 

organized roughly according to OSI layers. 

 

3.3. SIMULTE 

SimuLTE is an innovative simulation tool enabling complex system level performance evaluation 

of LTE and LTE-Advanced (3GPP Release 8 and beyond) for the omnet++ framework. SimuLTE is 

written in C++ and is fully customizable with a simple pluggable interface [9]. One can also 

develop new modules implementing new algorithims and protocols. SimuLTE is an open source 

project building on top of omnet++ and INET Framework. It borrows the concept of modularity 

from omnet++ thus it is easy to extend. Moreover it can be integrated with other modules from 

the INET Framework. SimuLTE requires omnet++v5.0 and INET Framework v3.4. It is designed 

such that it can be plugged within network elements as an additional Network Interface Card 

(NIC) to those already provided by the INET framework (e.g. Wi-Fi). Recently, device-to-

device(D2D) technology has been widely studied by the research community, as a mechanism 

to allow direct communications between devices of a LTE cellular network. 
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Chapter 4 

DEVICE TO DEVICE COMMUNICATION 

The direct or D2D communication between devices or UEs is performed on the simuLTE 

platform based on Inet and omnet++. In this section, the procedure on how the user messages 

or data flows between the devices with the help of side link or with partial involvement of eNB 

are described. In LTE cell, a base station or eNB allocates radio resources to a number UEs that 

is handheld devices, laptops or home gateways, using Orthogonal Frequency Division 

Multiplexing Access (OFDMA) in the downlink, and Single-Carrier Frequency Division 

Multiplexing (SC-FDMA) in the uplink [8,5]. At each TTI of 1ms, a time/frequency frame of 

Resource Blocks (RBs) is allocated to the UEs, in both directions. Each RB carries a variable 

amount of bytes to/from an UE depending on the selected modulation and coding scheme. The 

UEs requests for uplink resources through RAC request. The RAC requests collisions are 

resolved through backoff. The requests are being responded by scheduling the UEs in a future 

TTI, and are re-iterated if unanswered after a timeout. The handshake for UL transmissions 

takes five messages is shown in figure 9. Before sending data from source to destination, the UE 

first communicates the sending/receiving control information with the eNB. The UE sends a 

RAC request to eNB which in turn responds with a small grant message size of Buffer Status 

Report (BSR). The UE sends its own BSR. The eNB sends a larger grant according to its 

scheduling policy, and the UE transmits its data.  

 
 

Fig. 10 Uplink Scheduling 
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4.1. TAXONOMY OF D2D COMMUNICATION 

Device to device (D2D) communication use the licensed spectrum (inband) or the unlicensed 

spectrum (outband) for direct link formation. Inband D2D communication is categorized as 

underlay and overlay. Underlay D2D communication allows set up of direct links and cellular 

links in the cellular spectrum. In overlay D2D a dedicated portion of the available spectrum is 

used for Device-to-Device(D2D) communication, with rest of the spectrum used for cellular 

communication. As outband D2D communication exploits the unlicensed spectrum for the 

formation of direct links, it is categorized as autonomous and controlled.  The device to device 

communication classification is shown below: 

 

 

 

 

 

                    

 
 
 

                        Fig. 11 Classification of D2D communication 
 
 
4.1.1.  Inband  D2D 
 
The direct communication under this category contains the majority of the available work, 

proposes to use the cellular spectrum for both D2D and cellular links. The choosing of 

inband communication is usually because of the high control over cellular (i.e., licensed) 

spectrum [8]. Inband communication can be further divided into underlay and overlay 

categories. In underlay D2D communication, cellular and D2D communications share the same 

radio resources. In contrast to D2D links in overlay communication are given dedicated cellular 

resources. Inband D2D can improve the spectrum efficiency of cellular networks by reusing 

spectrum resources (i.e., underlay) or allocating dedicated cellular resources to D2D users that 

D2D Communication 

Inband Outband 

Underlay Overlay Controlled Autunomous 
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accommodates direct connection between the transmitter and the receiver (i.e., overlay). The 

key disadvantage of inband D2D is the interference caused by D2D users to cellular 

communications and vice versa. This interference can be mitigated by introducing high 

complexity resource allocation methods which in turn increase the computational overhead of 

the Base Station or D2D users. 

 
4.1.2. Outband D2D 
 
The D2D links exploit unlicensed spectrum. The outband D2D communication is used to 

eliminate the interference issue between D2D and cellular link. The unlicensed spectrum 

requires an extra interface and usually adopts other wireless technologies such as WiFi Direct, 

ZigBee or bluetooth. The work on outband D2D suggests to give the control of the second 

interface/technology to the cellular network (i.e., controlled) [11]. Whereas some propose to 

keep cellular communications controlled and leave the D2D communications to the users 

(i.e., autonomous) [12]. Outband D2D uses unlicensed spectrum which makes the interference 

issue between D2D and cellular users irrelevant. On the other hand, outband D2D may suffer 

from the uncontrolled nature of unlicensed spectrum. It should be noted that only cellular 

devices with two wireless interfaces (e.g., LTE and WiFi) can use outband D2D, and thus users 

can have simultaneous D2D and cellular communications. 

 

 When controlled, the radio interfaces in D2D are managed by the eNB, while in autonomous, 

these are coordinated by the UEs themselves. Interference between D2D users and cellular 

users is no issue in out band D2D, but coordination of the communication in the unlicensed 

band requires a second radio interface (like, Wi-Fi Direct, Bluetooth, ZigBee). To utilize the 

limited available spectrum in the most efficient manner, one must know where to use which 

category of D2D communication. For implementing D2D communication in cellular networks, a 

number of key issues need to be marked. For gaining the advantages of direct communication, 

overcoming these issues efficiently is important. 
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Some of these are listed below. 

(i) PEER DISCOVERY 

Since direct communication is gaining popularity, locating the user devices means discovering 

proximate users has become necessary. The process of peer discovery should be efficient, so 

that D2D links are discovered and established quickly. It is also important for ensuring optimum 

throughput, efficiency and resource allocation within the system. Once the users devices are 

discovered each other, that is establishing the direct links between the devices, the 

transmission of data over those links occurs. Researchers are working on different approaches 

for device discovery. 

 
(ii) RESOURCE ALLOCATION 
 
After device discovery, availability of resources is important for enabling communication over 

the direct links. Radio resource allocation is needed for enhancing the spectral efficiency of D2D 

communication [8]. Resource allocation strategies in D2D communication can be centralized or 

distributed. Centralized techniques cause complexity in case of large networks while distributed 

technique tend to decrease the device complexity. The distributed techniques improve the 

scalability of the D2D links. For obtaining maximum throughput, D2D communication can 

operate in a number of modes. These are as follow: 

Silent Mode: 
 In this mode, the D2D devices stay silent and cannot transmit because of lack of resources. 

Spectrum reuse, as a result, is not possible.  

Dedicated Mode: 
 In this mode, some of the available resources are dedicated for the D2D users, to be used for 

direct transmission. 

Reuse Mode: 
In this mode, uplink or downlink resources of the cellular users are reused by the D2D users. 
 
Cellular Mode: 
 In this, conventional communication occurs, through the eNBs and D2D data is transmitted. 
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The improvement in the spectrum efficiency can be achieved by the use of reuse mode. The 

interference management is better with the dedicated and cellular modes. However, these two 

modes maybe inefficient to maximize the overall network throughput. The decision for 

resource sharing is made by the base station. When the D2D links and cellular links reuse the 

same resources, it is referred to as non orthogonal sharing and when they do not share the 

same resources, it is referred to as orthogonal sharing. The resource utilization efficiency is 

better achieved through non orthogonal sharing. 

 

(iii) POWER CONTROL 

 
The optimum transmission power for reusing the frequency is an area of interests.  

It is particularly important in case of uplink transmissions because of the near-far effect and co  

channel interference. Once a maximum power level is allocated to the D2D users, the Quality of  

Service (QoS) of the cellular users is maintained in the network. Controlling power effectively  

mitigates interference in cellular networks. For D2D under laid cellular networks, there has  

been a considerable interest in power control methods. A limit is set upon the power level of  

the D2D transmitter and its reuse partner (the cellular user), in order to maximize the overall 

system throughput.  

 
(iv) INTERFERENCE  MANAGEMENT 
 
The D2D links within a cellular network pose a big threat of interference to the cellular links in 

the network. The D2D links can cause interference between cellular users and D2D users, 

resulting in an increase in intra-cell interference. Inter- cell interference is also possible with 

D2D communication underlaying cellular communication. Interference can be mitigated 

through mode selection, optimum resource allocation, power control. Setting the maximum 

transmit power limits of the D2D transmitter is an effective technique of limiting the 

interference between device UEs and cellular UEs.  
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Chapter 5 
 
 
TCP OVERVIEW 
 
The Transmission Control Protocol (TCP) is a process-to-process (program-to-program) 

protocol. TCP is a connection oriented protocol. It creates a virtual connection between two 

TCPs to send data. In brief, it is called a connection-oriented and adds reliability services of IP. 

The connection establishment in TCP is called three-way-handshaking. At the application layer, 

the services offered by TCP are: 

(1) Process-to-Process Communication using port numbers.  

(2) Stream Delivery Services allows the sending process to deliver data as a stream of bytes 

and allows the receiving process to obtain data as a stream of bytes. 

(3) Sending and receiving buffers because the sending and receiving processes may not 

write or read data at the same speed, TCP needs buffers for storage. 

(4) The IP layer, as a service provider for TCP, needs to send data in packets, not as a stream 

of bytes. At the transport layer, TCP groups a number of bytes together into a packet 

called a segment. 

(5) TCP offers full-duplex services, in which data can flow in both directions at the same 

time. 

(6) TCP uses an acknowledgement mechanism to check the safe and sound arrival of data 

providing reliability services.  

 
The TCP at the transport layer of TCP/IP protocol suite provides ordered delivery of application 

data. Once end to end connection is established, the application streams of bytes are divided 

into a set of TCP segments, each one identified by the sequence number of the last byte in it. 

After receiving a segment, the receiver sends back an Acknowledgement (ACK) which contains 

the sequence number of the next expected segment. The receiver confirms that all the previous 

bytes are been received. A duplicate ACK (dupACK) is sent by the receiver when out-of-

sequence bytes arrive, that is one or more segments are missing. The segment is retransmitted 
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if the ACK is not received before a retransmission timer expires. The number of segments that 

can be sent simultaneously is limited by the flow control and congestion control mechanisms. 

Both use a sliding window to avoid sending more data than those the receiver and the network 

can handle. The effective sending window is the minimum of the two. When the size of the 

receive window is specified by the receiver itself, the status of the network must be inferred 

from the (lack of) reception of ACKs. Most congestion control algorithms begin with a slow-start 

phase, where the congestion window (cwnd) is increased exponentially. When a threshold is 

reached, the algorithm enters a congestion-avoidance phase, where the cwnd is increased 

linearly. If a retransmission timer expires, TCP assumes the network is congested, hence 

reduces the cwnd. 

5.1. RELATION AMONG RTT, RTO AND WINDOW SIZE 

The TCP defines the size of the window in bytes that the other party must maintain. The length 

of the window size is 16 bits, which means the maximum size of the window is 65,535 bytes. 

This value is referred to as the receiving window (rwnd) and is determined by the receiver. The 

sender must obey the dictation of the receiver. TCP takes into account the congestion in the 

network [13]. The amount of data sent by a sender is not only controlled by the receiver, but is 

also determined by the level of congestion in the network. 

For ping and trace route is measured by Round Trip Time (RTT) between sending the ping 

packet and getting the Internet Control Message Protocol (ICMP) packet back. The TCP 

connection measures the time sending a packet to getting the acknowledgement packet from 

the target host. 

In modern implementation, a segment is retransmitted on two occasions, when a 

retransmission timer expires or when the sender receives three duplicate ACKs. TCP maintains 

one Retransmission Time Out (RTO) timer for all outstanding (sent, but no acknowledged) 

segments. When the timer comes to end, the earliest outstanding segment is retransmitted 

even though lack of a received ACK can be due to a delayed segment, a delayed ACK, or a lost 

ACK. The value of RTO is dynamic in TCP and is updated based on the RTT of segments. An RTT 

is the time needed for a segment to reach a destination and for an ACK to be received. 
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Chapter 6 

SIDELINK ESTABLISHMENT IN D2D COMMUNICATION 

In this project, within the cellular system the one pair of UEs are sending messages through 

D2D communication without the involvement of eNB. Though, the eNB is present in our cellular 

system for the transfer of control flow information between eNB and the two UEs. For the 

direct communication, a link between the two UEs are established which is called Side Link (SL). 

 

6.1. SIDE LINK TRANSMISSION 

In conventional cellular system, for both signalling and data transmission the eNB 

communicates with UEs through uplink and downlink. This concept is extended with the 

introduction of side link is shown below: 

 
 
 

Fig. 12 Visualization of Side Link 
 

The resources are assigned to the SL taken from the uplink, that is from the subframes on the 

uplink frequency in FDD or from the subframes assigned to uplink in TDD. There are two 

reasons for this selection. First, the uplink subframes are usually less occupied than those on 

the downlink. Second, most downlink subframes are never really empty, there are always at 

least the cell specific reference signals (CRS) transmitted. The side link describes the channel 
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structure, that is logical channels, transport channels, and physical channels which are used in 

the air-interface to realize the ProSe application [4].  

 

6.2. SIDELINK CHANNELS 

 

The side link channels are defined for communication between D2D user devices. There are two 

SL logical channels, SL Traffic Channel(STCH) and the SL Broadcast Control Channel (SBCCH).The 

STCH is used for the data transmission which carries the user information from the ProSe 

application. It is a point-to-multipoint channel, reflecting the group call property of the ProSe 

communication. It is connected with the SL Shared Channel (SL-SCH), a transport channel which 

may bear a collision risk, depending on the resource assignment from the eNB. It interfaces to 

the Physical SL Shared Channel (PSSCH), which transports the data over the air. 

The SBCCH carries signaling information used for synchronization in the out-of-coverage or 

partial coverage scenario, or for synchronization between UEs located in different cells. It is 

connected with the SL Broadcast Channel (SL-BCH), a transport channel with a predefined 

transport format, which is possible because the blocks from the SBCCH are all of the same size. 

The SL-BCH interfaces with the Physical SL Broadcast Channel, the PSBCH. 

The Physical SL Control Channel (PSCCH) is the equivalent to the PDCCH in cellular 

traffic. It contains the Side link Control Information (SCI), which carries the information the 

receiving UE requires in order to be able to receive and demodulate the PSSCH. So, the SCI is 

always sent in advance to an STCH data block.  
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Chapter 7 

 

PROJECT IMPLEMENTATION AND ANALYSIS 

 

7.1. PRIOR WORK ON PREVIOUS SEMESTER 

Some simulations are performed within a cellular network containing one eNB 

and two UEs. The UEs are nearer to each other at a distance of 20m. The eNB is at 

a distance of 50m from the UEs. The UEs are sending data through direct 

communication and giving some mobility to the UEs like constant speed and 

tractor mobility with varying the speeds.   

  

7.1.1.  D2D MODELLING 

SimuLTE provides models of UEs and eNBs. Hence it is possible to simulate D2D 

communications within cellular networks with other Internet devices taken from 

INET Framework. The direct or D2D communication simulation parameters can be 

configured in the .ini configuration file which is supported by omnet++. The 

parameters are as follow: 

It is necessary to use the D2D specific Adaptive Modulation and Coding (AMC) 

module for eNB to communicate between users through direct communication. 

Thed2dPeerAddressesparameter is a blank spaces-separated list of IP addresses. 

The peering is unidirectional, it needs to explicitly define the reverse one for 

bidirectional flows for TCP connections. The Channel Quality Indicator (CQI) is 



27 
 

defined as **.d2dCqi=7. The position or coordinates of the eNodeB (eNB) has 

been kept fixed. 

The different parameters can be employed for evaluating different scenarios with 

respect to D2D communication and mobility of sender and receiver are discussed 

below: 

UNICAST ONE TO ONE D2D 

A snippet of theomnetpp.ini file is given below: 

# enable D2D capabilities 

*.eNodeB.d2dCapable = true 

*.ueD2D*[*].d2dCapable = true 

# select the AMC mode 

*.eNodeB.nic.mac.amcMode = "D2D" 

# set peering relationship 

*.ueD2DTx[0].nic.d2dPeerAddresses="ueD2DRx[0]" 

# select the CQI for D2D transmissions 

*.eNodeB.nic.phy.enableD2DCqiReporting = false 

**.usePreconfiguredTxParams = true 

**.d2dCqi = 7 

# set Tx Power 

*.ueD2DTx[0].nic.phy.ueTxPower = 26 # in dB 

*.ueD2DTx[0].nic.phy.d2dTxPower = 26 # in dB 

# TCP connections 

# Traffic Configuration 

*.ueD2D*[0].numTcpApps=1 

*.ueD2DTx[0].tcpApp[*].typename = “TCPSessionApp” 

*.ueD2DTx[0].tcpApp[0].connectionPort = 1000 

*.ueD2DTx[0].tcpApp[*].localPort = 1000 
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*.ueD2DTx[0].tcpApp[*].sendBytes = 1MiB 

*.ueD2DTx[0].tcpApp[0].active = true 

*.ueD2DTx[0].tcpApp[0].tOpen = uniform(0.010s,0.1s) 

*.ueD2DTx[0].tcpApp[*].tSend = uniform(0.15s,0.5s) 

*.ueD2DTx[0].tcpApp[0].connectAddress = “ueD2DRx[0]” 

*.ueD2DTx[0].tcpApp[*].localAddress = “ueD2DTx[0]” 

# at the receiver side 

*.ueD2DRx[0].tcpApp[*].typename = “TCPSink” 

*.ueD2DRx[0].tcpApp[*].localPort = 1000 

**.tcpApp[*].tClose = -1s 

 

 

# enabling D2D communication 

*.eNodeB.d2dCapable = true 

*.ueD2D*[*].d2dCapable = true 

**.amcMode = “D2D” 

 

# peering two UEs 

*.ueD2DTx[0].nic.d2dPeerAddresses = “ueD2DRx[0]” 

*.ueD2DRx[0].nic.d2dPeerAddresses = “ueD2DTx[0]” 

*.eNodeB.nic.phy.enableD2DCqiReporting = true 

 

 

7.1.2.  IMPLEMENTATION OF CONSTANT SPEED AND TRACTOR MOBILITY IN D2D 

The sender ueD2DTx and receiver ueD2DRx mobility are not fixed. The sender and receiver can 

move anywhere in the constraint given area as a real life user move, but with fixed speed. A 

cellular network with only one eNB is taken and one pair of UEs are considered for simplicity. 

The eNB transmission power is 10w maintained. For different eNB transmission power, there is 
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certain region to catch the signal by UEs. The default transmission power of both the UEs are 

26w are taken. When the CQI (Channel Quality Indicator) is better the data transmitted 

whereas it is terminated when CQI is weak. The simulation for this mobility is taken about 40s. 

We need to configure the receiver as a possible D2D peer for the sender. To this aim, the 

d2dPeerAddresses parameter is a blank spaces-separated list of IP addresses is written in 

another demo xml file where the netmask is 255.255.255.0. 

A snippet for constant speed mobility is given below: 

# constant speed mobility for both UEs 

*.ue*[0].mobilityType = “ConstantSpeedMobility” 

*.ue*[0].mobility.speed = 2mps 

**.updateInterval = 0.1s 

 

 

A snippet for tractor mobility is given below: 

# tractor mobility for both UEs 

*.ue*[0].mobilityType = “TractorMobility” 

*.ue*[0].mobility.row = 3 

*.ue*[0].mobility.column = 1 
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Chapter 8 

 

ANALYSIS OF THE RESULTS 

 

The main purpose of this paper is to observe the Round Trip Time (RTT) with different size of 

advertised window. The direct communication between one pair of UEs with one eNB are taken 

within a infrastructure based cellular system. Although, it is infrastructure based, for D2D 

communication control information and resource allocation is through eNB but data is 

transferred through side link. This above scenario is being compared with the conventional 

cellular system. In conventional system the data, control information and resource allocation is 

through eNB. The comparisons are made with some mobility in UEs. The UEs are placed 

approximately at the edge of region of the eNB. Thus, analyzing the data transmission in D2D at 

the edge is far more better than in conventional and reliable. In conventional the signal is weak 

for data transfer. In D2D communication, there is also less load on eNB. The simulation for 

conventional cellular system takes almost three minutes to transfer a file of 1 MB whereas in 

direct communication it takes 50 seconds. The sending rate is made of different sizes by TCP 

receive window sizes, which is 8KB, 16KB, 32KB and 64KB.The RTT is about 42ms (on average) 

for conventional infrastructure mode communication whereas direct communication reduces 

to 30ms, but not less. 

Some simulation parameters are given in table 1 which are kept fixed throughout both the 

comparisons of direct and conventional communication. The scenario for the D2D or direct 

communication is shown in figure 13. 
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Fig. 13 A scenario for D2D communication 
 

 
 

Fig. 14 D2D communication from source to destination  
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Fig. 15 A sequence chart for D2D communication 
 
 
The Table 1 parameters maintained through the simulations for both D2D and 

conventional communication. A comparison is noticed between the two 

communications. The communication is better in D2D by observing the result and the 

graph shown below. The two UEs are given different mobility like linear and random 

with pedestrian speed of real life.  
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TABLE 1 SIMULATION     PARAMETERS 
Parameters  Value 

Carrier Frequency 2.1 GHz 

Bandwidth 50 RBs 
Path Loss Model URBAN MACRO Cell 
eNB Transmitter Power 10W 

UE Transmitter Power 26 dBm 

eNB Antenna Gain 18 

Noise Figure 5 
Cable Loss 2 
Mobility Speed 2 mps 
Simulation Time 3 mins 

 

8.1. MEASUREMENT OF RTT and RTO OF Infrastructure Mode (IM) and 
Direct Mode (DM) 

  

(i) When the UEs are stationary 
 

The distance between UEs are constant and they are at fixed position. In the 

conventional cellular system the data is transferred through eNB . The control flow is 

also through eNB. The resource allocation between eNB and UEs for uplink and 

downlink is done by eNB. Thus the eNB is being over loaded. The variation of RTT 

and RTO in IM is approximately linearly increasing. But in direct communication the 

data is transferred through side link. The RTT and RTO in D2D cellular system is in 

the same range, shown in figure 16 and figure 17. 
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                      Fig. 16 Variation of RTT (mean) of IM and DM when UEs are stationary 

           

                       

 

 

                  

 

 

 
 
 
 
 
Fig.17 Variation of RTO(mean) of IM and DM when UEs are stationary 
 

(ii) When the UEs are linear 
 
Initially the UEs are nearer to each other. After some time, the receiver UE is fixed at 

its position that is at the edge of the eNB region but the sender UE comes near to 

the eNB due to linear movement of the user. Before the completion of the 
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simulation time, there is about 30m distance between the two UE. In IM, the RTT 

value should be linear. As the sender UE is nearer to the eNB the RTT drops when 

the advertised window size is 64 KB. So is the RTO has also dropped as the RTO gets 

affected by the RTT. In DM RTT remains approximately same as the previous one 

and also the RTO. The result is shown in the graph in figure 18 and figure 19.  

 

 

                     Fig. 18 Variation of RTT(mean) of IM and DM when UEs are linear 

                    

 

Fig.19 Variation or RTO(mean) of IM and DM when UEs are linear 
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(iii) When the UEs are random 
 
Both the UEs are at the extreme edge of the region of eNB where the 

communication through eNB is weak. For a given small constraint area at the 

extreme edge, the UEs are considered to have random mobility at pedestrian speed 

of 2m/s. The movement of the receiver UE is far beyond the extreme edge and the 

sender UE is moving either near or far from eNB. Therefore, there is a variation in 

RTT and RTO. When the advertised window size is 32 KB the value of RTT and RTO 

for both IM and DM is almost same. The result is shown in the following graph in 

figure 20 and figure 21. 

 

 

 

      
      
         Fig: 20 Variation of RTT(mean) of IM and DM when UEs are random 
 
 
 
 

0.207

0.169

0.095

0.207

0.054

0.081 0.085

0.175

0

0.05

0.1

0.15

0.2

0.25

8 KB 16 KB 32 KB 64 KB

RT
T 

M
ea

n 
in

 se
c

UE receive window size

RTT Mean
(Infra)

RTT Mean
(D2D)



37 
 

      
     
      Fig: 21 Variation of RTO(mean) of IM and DM when UEs are random 
 
 
 
The Tables below is the values of RTT and RTO at different window size on different 

UEs mobility. 

 
(i) When UEs are at fixed position 

 
 
TABLE: 2  RTT AND RTO AT STATIONARY  
Window 
Size 

Round Trip Time (RTT) Retransmission Time 
Out(RTO) 

 Infrastructure 
Mode 

D2D Mode Infrastructure 
Mode 

D2D 
Mode 

8 KB 0.148 0.030 1.049 1.043 

16 KB 0.294 0.034 1.125 1.086 

32 KB 0.544 0.048 1.488 1.160 

64 KB 0.906 0.058 2.592 1.274 
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(ii) When UEs are moving linearly 

 

                       TABLE: 3  RTT AND RTO AT LINEAR 

Window 
Size 

Round Trip Time (RTT) Retransmission Time 
Out(RTO) 

 Infrastructure 
Mode 

D2D Mode Infrastructure 
Mode 

D2D 
Mode 

8 KB 0.137 0.032 1.043 1.049 

16 KB 0.269 0.031 1.086 1.125 

32 KB 0.532 0.042 1.159 1.488 

64 KB 0.171 0.053 1.272 2.592 

 
 

(iii) When UES are moving in random 
 

                  TABLE: 4  RTT AND RTO AT RANDOM 

Window 
Size 

Round Trip Time (RTT) Retransmission Time 
Out(RTO) 

 Infrastructure 
Mode 

D2D Mode Infrastructure 
Mode 

D2D 
Mode 

8 KB 0.207 0.053 1.453 1.044 

16 KB 0.169 0.080 1.058 1.089 

32 KB 0.095 0.084 1.164 1.188 

64 KB 0.207 0.175 1.092 1.412 
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Chapter 9 

 

CONCLUSION 

 

In this project, two modes of communication are observed that is conventional or infrastructure 

communication and direct or D2D communication. In conventional cellular system, there is alot 

of overhead over the eNB. Such as the resource allocation, data transfer, location of the devices 

either in the range or out of the range.  

The main purpose of this project is how fast the data is transferred to the destination and 

ordered reliability of data either in conventional or direct communication. From the above 

drawn results, it can be concluded that most of the cases direct communication is better. Most 

of the cases like when the UEs are at the extreme border of the region of eNB the data transfer 

is same as when the UEs are nearer to the eNB.  

In direct the data is transferred between the UEs without the knowledge of eNB. The eNB is 

only storing the record of the resource allocation. Thus the overhead the eNB is reduced. Earlier 

days, when a hand over occurs there was a disrupt in the voice communication. After the 

introduction of the direct communication, if a handover of devices occurs, the users smoothly 

can communicate with each other, unknowingly that he/she has entered into a different 

cellular system.     
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Chapter 10 

 

FUTURE SCOPE IN DIRECT COMMUNICATION 

 

The more days are passed, the users are demanding for fast network means fast delivery of 

messages through email, getting information they want quickly, booking for travels, etc. For 

faster network, conventional system is not possible to overcome the demands of the users. 

 The introduction of direct communication between the handheld devices nearly fulfilling the 

demands. Thus direct communication has proven to be a better communication than the 

conventional communication. Further scope for developing in direct communication is the 

maintaining of resource allocation.  

The places where the infrastructure for network is not possible like in the forests or mountain 

areas, D2D communication can be useful. The developing of the battery power in handheld 

devices will be helpful for D2D communication. The better protocol for the proximity services of 

the devices. The implementation of D2D in Internet Of Things (IOT). It is important for providing 

security to the data that is to be transferred from source to destination.   
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ABSTRACT 

 

Transmission of essential information like textual content, images, video, and many other over 

the internet has been growing hastily these days as a result it’s far essential to apply a few stable 

strategies for multimedia data. So, to offer such security and privateness to the user, image 

encryption may be very essential to guard from any unauthorized user’s access. It has emerged 

as one of the maximum vital data providers which can be useful for biometric authentication, 

scientific science, military, online private photo album, etc. 

Image encryption differs from any other multimedia additives encryption because of a few 

intrinsic features, which include bulk data capacity and excessive correlation amongst pixels. The 

traditional cipher algorithm encryption method consists of AES, DES, and many others are 

actually now no longer appropriate for realistic application. The combination of chaotic standards 

and cryptography forms an essential area of information security. The latest trend in image 

encryption is chaos-based totally on a few specific traits which include sensitivity to preliminary 

conditions, non-periodicity, non-convergence, and control parameters. There are a variety of 

image encryption algorithms based totally on chaotic maps that had been proposed, a number of 

them are time-consuming and complicated, a few have little keyspace. In this, a non-linear 3-D 

chaos-based 3D logistic map and 2D Henon map have been proposed. 
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INTRODUCTION 

The digital image ends up one of the most vital data providers that are beneficial for biometric 

authentication, scientific science, military, online private photo album, etc.  Image encryption is 

different from textual encryption. Conventional cipher algorithms which include DES, IDEA, 

AES, 3DES, and many others are actually now no longer considered appropriate for multimedia 

documents because of data capacity, sturdy pixel correlation, and excessive redundancy which 

reduces the encryption performance. The suited cryptographic properties of chaotic maps such as 

initial conditions and random-like conduct may be used to develop new encryption algorithms. 

Chaos–based cryptographic algorithms have counseled new methods to expand image encryption 

schemes. For an image encryption scheme to be steady, it needs to have a clear understanding of 

the confusion and diffusion stage. 

The confusion stage is the pixel permutation in which the positions of the pixels are shuffled over 

the entire image without value transformation of pixels. This property of confusion generally 

hides the connection among the ciphertext and the key. With this mechanism image become 

unrecognizable. 

The diffusion stage refers to converting the individual value of the pixels of an image which leads 

to the reduction of excessive correlation among the pixels. 
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CRYPTOLOGY 

Cryptology is the study of cryptography and cryptanalysis. Cryptography is the study and practice 

of securing communications among parties, the encrypter, and decrypter, withinside the presence 

of a third party, the eavesdropper. The cause of cryptanalysis is to locate a weakness in a 

cryptosystem with the intention to permit the eavesdropper to benefit information about secure 

communication. 
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Cryptography 

The goal of cryptography is to permit people, the encrypter and decrypter, to communicate over 

a non-secure channel using a cryptosystem without permitting their opponent, the eavesdropper, 

to benefit information about their communication. There are five components to any 

cryptosystem: plaintext, ciphertext, keyspace, encryption rule, and decryption rule. 

A cryptosystem is a 5-tuple (P, C, K, E, D), wherein the subsequent situations are satisfied: 

1. P is a finite set of viable plaintexts; 

2. C is a finite set of viable ciphertexts; 

3. K, the keyspace, is a finite set of viable keys; 

4. For every K ∈ K, there’s an encryption rule eK ∈ E and a corresponding decryption 

rule dK ∈ D. Each eK : P → C and dK : C → P are functions such that dK(eK(x)) = x for each 

plaintext element x ∈ P. 

 

 

Figure 2.1.1: Cryptosystems 
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PURPOSE OF CRYPTOGRAPHY 

➢ Authentication: The system of proving one’s identity. (The primary forms of host-to-host 

authentication on the Internet nowadays are name-based or address-based, each of which 

might be notoriously weak.) 

➢ Privacy/confidentiality:  Ensuring that no person can access the message besides the meant 

receiver. 

➢ Integrity: Assuring the receiver that the acquired message has not been altered in any 

manner from the original. 

➢ Non-repudiation: A mechanism to show that the sender actually despatched this message. 
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Types of Cryptography Method 

 

Symmetric Key Cryptography: 

It is an encryption system wherein the sender and receiver of a message use a shared key to 

encrypt and decrypt messages. Symmetric Key Systems are quicker and easier but the hassle is 

that sender and receiver should by some means exchange keys in a steady manner. The most 

popular symmetric-key cryptography system is DES, AES, 3DES, IDEA, and many others.  
 

 

 

Figure 2.1.2: Symmetric key Cryptographic 
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Asymmetric Key Cryptography: 

The problems of key dissemination are deciphered by asymmetric key cryptography. Asymmetric 

key cryptography is also termed as public key cryptography. Under this system, a pair of keys is 

used to encrypt and decrypt the data. A public key is used for encryption and a private key is used 

for decryption for security purposes. A public key and a Private Key are unique. Even if the public 

key is known by everyone the meant receiver can only decode it due to the fact, he alone is aware 

of the private key. An example is RSA, DSA, Diffie-Hellman. 
 

 

Figure 2.1.3: Asymmetric key Cryptographic 
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CRYPTANALYSIS 

 

Cryptanalysis is the study of analyzing a cryptosystem to benefit information about the secret 

key. Gaining information about the secrete key permits an eavesdropper to "break a 

Cryptosystem." Generally, the term "break a cryptosystem" refers to the ability of the 

eavesdropper to decide the secrete key or a part of it. 

 

CRYPTANALYSIS ATTACK 

 

• Ciphertext Only 

Has get right of entry to the ciphertext only. 

• Known Plaintext 

It has a string of plaintext and the corresponding ciphertext. 

• Chosen Plaintext 

It has got right of entry to the encryption system and may choose a plaintext to create the  

corresponding ciphertext. 

• Chosen Ciphertext 

It has access to the decryption machine and can choose ciphertext to create the corresponding 

plaintext. 

• Brute Force 

It does an exhaustive search of each viable key. 
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CHAOS THEORY 

➢ Chaos refers to the complex, difficult-to-predict behavior observed in nonlinear systems. 
➢ Chaos is the state of randomness or confusion and Chaos theory is the field of study in 

mathematic. 
 

Chaos speculation is the research of nonlinear dynamical frameworks that could show compelling 
affectability to starting conditions and have arbitrary-like practices, founded by Edward Lorenz 
in 1963.There are standard methods to use a chaos map in a very cipher system:  
 

• Using chaotic systems for generation of pseudo-random keystream which corresponds to 
stream ciphers. 

• Using the plaintext or the secret key(s) as the preliminary conditions and control parameters 
then apply some iterations on chaotic systems to get cipher-text equivalent to the block 
ciphers. 

 
This behavior is named deterministic chaos, or essentially chaos. Irregular like behavior, non-
anticipating and affectability to preliminary value are three features that make it an adequate 
option to relate it with cryptography. The foremost difference is that encryption operations are 
characterized on limited sets of numbers whilst chaos maps are characterized on actual numbers. 
Chaotic behaviors are displays by chaotic maps. These maps are grouped by non-stop maps and 
discrete maps. Discrete maps typically take the manifestation of iterated functions. Iterates are 
like rounds in cryptosystems, so discrete chaotic dynamic systems are utilized as a part of 
cryptography. Every map includes parameters that are correspondent to the encryption key in 
cryptography. 
 
Chaotic behavior is characterized by a Lyapunov exponent greater than zero. Again, the 
Lyapunov exponent λ is defined as a degree of the stretching of an orbit. If that orbit is stable, 
then the largest Lyapunov exponent is negative and stretching is minimal. A positive Lyapunov 
exponent shows exponential stretching of the orbit. Table 1 summarizes what the values of λ 
explain about the orbit of the system.  
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Table 1: Lyapunov Exponents  

 

 

It is essential to note down that the chaotic behavior exists for precise parameter values. The 
chaotic orbit is set by the initial condition used along with the parameter value. The existence of 
a chaotic orbit does now no longer means the rest of the orbits also will be chaotic. 
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CHAOS-BASED CRYPTOGRAPHY 

Chaos-based cryptography, attracting many researchers in the past decade, had been considered 

as research field across two fields, i.e., chaos (nonlinear dynamic system) and cryptography 

(computer and data security). It Chaos' properties, like randomness and ergodicity together with 

sensitive dependence towards preliminary conditions, have been proved to be suitable for 

designing the means for data protection. Chaos-based cryptography is the application of chaos 

theory in cryptographic systems. 

 

 

Figure 3.1: Typical Architecture of Chaos Based Image Cryptosystems 
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TYPES OF CHAOS-BASED CRYPTOSYSTEMS 

Just as in classical cryptography, chaos-based cryptography has both public-key and Private-key 

cryptosystems. However, the design difference of chaotic cryptosystems lies elsewhere. There 

are two different types of chaos-based cryptosystems: analog and digital. The Research supplied 

on this report focuses on the digital chaotic cryptography. 

The motive of analog chaos-based cryptosystems is to provide secure communication over a noisy 

channel. The technique utilized in these forms of cryptosystems is chaos synchronization. 

 

 

Table 2: Types of Analog Chaos-Based Cryptosystems 
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The focus of this paper is on digital chaos-based cryptosystems. These varieties of cryptosystems 

are designed to be used with digital computers. One or more chaotic maps together with an initial 

condition and control parameter are implemented in computer programs or digital circuits using 

finite computing precision to encrypt a plaintext message. 

 

 

 

Table 3: Types of Digital Chaos-Based Cryptosystems 
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CHARACTERISTICS OF CHAOS  

➢ The avalanche effect, or dynamical instability, of a chaotic system is the concept of 

sensitivity to preliminary conditions and control parameters.  

➢ Topological mixing refers to what the orbit of an initial condition appears like.  

➢ Given a chaotic system, the orbit of any initial condition will in no way repeat itself, 

consequently it is aperiodic.  

➢ Chaotic orbits are considered dense once they have a disorderly-looking orbit within which 

any initial condition will expand over the entire region of the state space. While a chaotic 

system isn’t periodic, it’ll have a dense phase-space. This implies that any orbit will 

“arbitrarily closely approach every viable asymptotic state”.  

➢ Ergodicity is a statistical measurement which offers the identical end result of the behavior 

averaged over time and over the space of the attractor. 

➢ They are ruled by one or more control parameters, a small change in that could result a 

chaos to appear or disappear. 

➢ Their governing equations are nonlinear. 

➢ Chaotic system will produce the identical outcome if, given the identical inputs, it’s a long 

way unpredictable in a way that you just cannot predict in what manner the system’s 

behaviour will change for any change within the input to that system. A random system 

will produce different outcomes when given the identical inputs. 
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HOW CHAOS RELATES TO CRYPTOGRAPHY 

An accurate cryptographic system has pseudo-random behavior. The main components that create 

the pseudo-random behavior are confusion and diffusion. Confusion is a property which makes 

it tough to see a connection among the plaintext and the ciphertext. For chaotic cryptosystems, 

confusion occurs when the encryption rule and the secret key combine in a way that makes finding 

a function that maps the two together a complex and involved process. Diffusion makes it tougher 

to process statistical data. Diffusion is inherently related with sensitivity to preliminary conditions 

and control parameters. With proper diffusion, a chaos-based cryptosystem will have the 

avalanche effect. 

The main characteristics of a chaotic system relate directly to what makes a cryptographic system 

good or secure. Table 2.2 summarizes the connection between chaos and cryptography This 

strong connection between chaotic and cryptographic property is what drew researchers to the 

study of chaos-based cryptosystems. 
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Table 4: Comparison of Properties of Chaos and Cryptography 

  

Reasons for selecting chaos-based cryptosystem over traditional cryptosystem 

 

• Traditional symmetric ciphers which include Advanced Encryption Standard (AES) are 

designed with accurate confusion and diffusion properties. 

 

• These two properties also can be observed in chaotic systems that have desirable properties 

of pseudo-randomness, ergodicity, excessive sensitivity to preliminary conditions and 

parameters. 

 

• Chaotic maps have demonstrated great potential for data security, specifically image 

encryption, whilst the standard encryption strategies like AES algorithm seems now not to 

be appropriate to cipher such kind of data. 
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1D LOGISTIC MAP 

Recently, one quite simple chaotic map has been studied for cryptography applications is a 

logistic map. Mathematically, the logistic map is written as: 

𝑥(𝑛 + 1 ) =  𝑟𝑥𝑛(1 − 𝑥𝑛) . . . (1) 

Where xn is a number between zero and one. The parameter r is a positive number in the range of 

0 to 4. Depending on the value of r the eq. (1) has different properties which has been pointed 

below: 

■ When r between 0 and 1 the value of x(n)=0 which is independent of the preliminary conditions 

x (0). 

■ When r is in between interval 1 and 3 the value of x(n) stabilizes on the value [(r−1)/r] 

independent of the preliminary conditions x (0). 

■ When r is in between 3 and 3.45 the value of x(n) oscillates between two values forever 

depending on r. 

■ When r is in between 3.45. and 3.54. (approximately) the value of x(n) oscillates between four 

values forever. with r slightly bigger than r the value of x(n) oscillates between 8 values, then 16, 

32, etc. This behavior exhibits a period-doubling cascade. 

■ At r approximately 3.57 is the onset of chaos, and the cease of the period-doubling cascade. In 

this region slight variations in the initial condition yield dramatically distinctive outcomes over 

time, a prime characteristic of chaos. 
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                               Figure 3.2: The bifurcation diagram of the 1D logistic map. 

 

 
The logistic map suggests quite a few behaviors and it has transitions among those behaviors as 

we change the parameter r. Such transitions in dynamical systems are known as bifurcations. 

Bifurcation is a systematic manner to say something splits in two—branches. If patterns bifurcate 

quick enough, they could become complex very fast, leading to bifurcation cascade and chaos. 
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After assigning value to govern parameter and initial condition i.e., r=3.6, and x (1) =0.8907 for 

25 iterations, it shows the chaos phenomena of the one-d logistic map. The output is given below: 

 

 

 

Figure 3.3: Shows the value of x after predefining the initial condition and parameter 
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Figure 3.4: Plot of x values in y-axis and range of iterations, n in x-axis 
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Two-D LOGISTIC MAP 

2D logistic map has more complex chaotic behaviors than one-dimensional Logistic map. This 

2D logistic map can be discretely defined as below equation: in which r is the system parameter 

and (xi, yi) is the pair-wise point at the ith iteration.  

𝑥{𝑖 + 1}  = 𝑟(3𝑦𝑖 +  1)𝑥𝑖(1 − 𝑥𝑖 ) and   

𝑦𝑖 + 1 = 𝑟(3𝑥𝑖 + 1 +  1)𝑦𝑖(1 − 𝑦𝑖)  

2D logistic map using the parameter r = 1:19 and the initial value (x0; y0) at (0:8909; 0:3342), 

the ith point on the trajectory can be determined by knowing (x0; y0; r; i) as Eq. (1) shows.  

𝑋𝑖 =  𝐿𝑥2𝐷 (𝑥0;  𝑦0;  𝑟;  𝑖) , 𝑦𝑖 =  𝐿𝑦2𝐷(𝑥0;  𝑦0;  𝑟;  𝑖) . . . (1) 

When r ( -1, 1), the system has one attractive node and two saddle points, and makes both x and 

y axes being unstable manifolds. 

 

After predetermining the value to control parameter and initial conditions i.e. r=1.18, 

x(1)=0.8909, and y(1)=0.3349  for 25 iterations, it shows the chaos phenomena of the one-d 

logistic map. The output is given below: 



 31 
 

 

 

Figure 3.5: shows the value of x after predefining the initial conditions and control parameter 
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Figure 3.6: display the value of y after predefining the initial conditions and control parameter 
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Figure 3.7: Plot of x and y values that shows a chaotic behaviour of Two-D Logistic map 
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3D LOGISTIC MAP 

Recently, a 3D logistic map with a higher chaotic property than a 1D logistic map was studied. It 

may be described by the following equation: 

 

𝑥(𝑖 + 1)  =  𝑎𝑥𝑖(1 − 𝑥𝑖)  + 𝑏𝑦𝑖^2 𝑥𝑖 +  𝑐𝑥𝑖^3. . . . . . (1) 

 

𝑦(𝑖 + 1)  =  𝑎𝑦𝑖(1 −  𝑦(𝑖))  + 𝑏𝑧𝑖^2𝑦𝑖 +  𝑐𝑥𝑖^3. . . . . . . (2) 

 

𝑧(𝑖 + 1)  = 𝑎𝑧(𝑖)(1 − 𝑧( 𝑖))  + 𝑏𝑥𝑖^2𝑧𝑖 +  𝑐𝑦𝑖^2. . . . . . (3) 

 

Here the above equations showcase the chaotic behaviour for 3.53<a<3.81, 0<b<0.022, 

0<c<0.015 and (x, y, z) can take the value between [0, 1]. 

 

After assigning value to initial condition i.e. a=3.7800, b=0.0139, c=0.0121 and x (1) =0.5250, 

y(1) =0.8300,z(1)=0.4600 for 25 iterations, it shows the chaos phenomena of the 3d logistic map. 

The result is given below: 
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Figure 3.8: display the value of x after predefining the initial conditions and parameters 
 

 

Figure 3.9: display the value of y after predefining the initial conditions and parameters 
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Figure 3.10: display the value of z after predefining the initial conditions and parameters 
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Figure 3.11: Plot of x, y, and z values that shows a chaotic behaviour of Three-D Logistic map 
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2D HENON MAP 

 
2D Henon is proposed by French astronomer Michel Henon (1976). 2D Henon map 
is a 2D non-linear map; which can be mathematically represented as follows: - 
 
          X(n)=1-a*X(n-1)^2-Y(n-1).....(I) 
         Y(n)=B*X(n-1).......(ii) 
 
where parameters a and b are the variables of bifurcation, when 1.4< |a| <2, 0< |b| <1, 
and n= 0, 2, 3, . . ., it’s shows a chaotic behaviour. 
 
After assigning value to control parameters i.e. a=1.4, b=0.03 and initial conditions 
X(1)=0, Y(1)=1 for 25 iterations, it shows the chaos phenomena of the 2D Henon 
map. 
 
 
 

 
Figure 3.12: shows the value of X after predefining the initial conditions and control parameter 
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Fig.3.13: shows the value of Y after predefining the initial conditions and control para 
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Figure 3.14: Plot of X and Y value after predefining the initial conditions and control parameter 
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ALGORITHM FOR IMAGE ENCRYPTION 
 
STEP1: Generate a 3D chaotic key sequence using 3D Logistics map: 
 
X(i+1) = axi(1-xi) +byi^2 xi + cxi^3......(1) 
Y(i+1) = ayi(1- y(i)) +bzi^2yi + cxi^3.......(2) 
Z(i+1) =az(i)(1-z( i)) +bxi^2zi + cyi^2......(3) 
 
Partition x and z into two equal halves i.e., x1,x2,z1, and z2 of size(1*128). 
Therefore Key1(x1,x2), Key2(z1,z2) and key3(i.e., y of size (1*256) are generated 
using 3D Logistic map. 
 
STEP2: Generate a chaotic key sequence using 2D Henon map: 
 
                                             X(n+1)= 1-a*X(n)^2+ Y(n)...(4) 
                                            Y(n+1)= b*X(n)…(5) 
 
Key4(mod(X,256)) and Key5(Y) of size (1*256) are generated using 2D Henon map. 
 
STEP 3: Read the color plain-image and resize the color plain-image as matrix and 
acquire its size 256*256 and store the R,G,B color information in channel 1, channel 
2,and channel 3 respectively. 
STEP4: Convert the color plain- image to a gray-scale image. 
STEP5: Partitioned gray-scale image horizontally into two equal halves of images  
i.e. A(top) and B (bottom) of size 128*128. 
STEP6: Partitioned the same gray-scale image vertically into two equal halves of 
images  i.e. C(left) and D(right) of size 128*128. 
STEP7: Perform the circular shift operation on image A to shift the location of pixel 
row-wise as well as column-wise and acquire a Circular Shifted Image(confused 
process). Add key1 to Circular Shifted Images to change the value of pixels(diffused 
process). 
STEP8: Perform the same operation as performed on STEP7 on image C. 
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STEP9: Perform the fliplr (flip left and right) operation on image B and acquired a 
flipped Image. Add key2 to flipped images. 
STEP10: Perform the same operation as performed on STEP9 on image D. 
STEP11: Take a new image (i.e., A,B,C, and D after performing operations on it) as 
a whole of size 256*256 ,E (say) and then perform flipud (flip up and down) on it 
and then amplified it by multiplying with factor (1/128) . Add key3 to amplified 
image of size 256*256 which is a final fusion of confusion and diffusion stage of 
image, T. 
STEP12: Perform the permutation operation on  image T, and  acquired a Permutated 
image which is the  confused stage of an image. 
STEP13: Add (key4 +key5) to the permuted image and perform modulo function on 
it to acquired a main diffused image which is a final cipher-image of size (256*256) 
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FLOW-CHART OF AN IMAGE ENCRYPTION 
 

 
Figure 4.1: Flow-chart of an image encryption 
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OUTPUTS: 
 

 

 
Figure 4.2: Output of an image encryption 
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ALGORITHM FOR IMAGE DECRYPTION 
 
 
STEP1: Read a cipher-image of size 256*256. 
STEP2: Subtract (key4+key5) from cipher-image to acquired permuted 
image. 
STEP3: Perform permutation operation on permuted image to acquired an 
image, T. 
STEP4: Subtract key3 from an image, T and amplified by dividing with 
factor (1/128) and perform flipud (flip up and down) operation to acquired 
E image. 
STEP5: Partitioned image E horizontally into two equal halves of images 
i.e., P(top) and Q (bottom) of size 128*128. 
STEP6: Partitioned the same image E vertically into two equal halves of 
images i.e., R (left)and S (right) of size 128*128. 
STEP7: Subtract Key2 from image S and then perform the fliplr (flip left 
and right) operation on it to acquired a flipped Image.  
STEP8: Perform the same operation as performed on STEP7 on image Q. 
STEP9: Subtract Key1 from image R and then perform the circular shift 
operation on it to shift the location of pixel row-wise as well as column-
wise and acquire a Circular Shifted Image. 
STEP10: Perform the same operation as performed on STEP9 on image P. 
STEP11: Obtained a new image which is a gray-scale image of size 
256*256. 
STEP12: Convert gray-scale image to color plain-image by concatenating 
the information of channel 1, channel 2, and channel 3. 
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OUTPUT 
 

 
       Cipher-image                               Permuted image.                           Image, T 
 
 
 

      Image, E.                                        Gray-scale image.                      Color plain-image 
 

Figure 4.3: Output of an image decryption 
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Flow-chart of an image decryption 

 
Figure 4.4: Flow-chart of an image decryption 
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SECURITY ANALYSIS 
 

a) Histogram Analysis: 
 
Histogram is a graphical representation of an image. The histogram of 
gray-scale image and its ciphered image that are obtained by the 
proposed image encryption algorithm are shown in below fig.(b) and 
(d) respectively. From the figure it is clear that the number of pixels 
in a cipher image is distributed uniformly which implies that cipher 
image does not provide any clue to employ any statistical attack 
which makes it statistical attack difficult. 
 

(a)                                                              (b) 
 

Figure 5.1: (a) Lena (gray-scale image) and (b) Histogram of gray-scale image 
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             (c)                                                                  (d) 
 

Figure 5.2: (c) Lena (cipher-image) and (d) Histogram of cipher-image 
 

b) Correlation Coefficient Analysis 
 
It is used for to measure the relationship among neighbouring pixels in an image. For 
any plain-image the correlation between any two adjacent pixels is high either in 
horizontal, vertical or diagonal directions which can be calculated by following 
equations, 
 

E(x) = 1
𝑁

∑ x(i)𝑁
𝑖=0  

 
D(x) = 1

𝑁
∑ (x(i) − E(x(i)))𝑁

𝑖=0
2  

 
cov (x, y) = 1

𝑁
∑ (x(i) − E(xi))(y(i) − E(yi))𝑁

𝑖=0  
 

rxy = 𝑐𝑜𝑣 (𝑥,𝑦)
𝑠𝑞𝑢𝑎𝑟𝑒 𝑟𝑜𝑜𝑡 𝑜𝑓(𝐷(𝑥)∗𝐷(𝑦))
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where x and y are gray-scale value of two adjacent pixels of an image and E(x) is the 
mean and D(x) is the variance intensity of an image. Theoretically, the value of any 
adjacent pixels of an image is usually near to 1 and that of an encrypted image near 
to 0 which implies weak correlation between the adjacent pixels and hence the better 
encryption algorithm. Below table and figures 5.3 and 5.4 shows the result of two 
adjacent pixels in horizontal, vertical and diagonal direction of standard Lena (gray-
scale image) and encrypted images respectively. 
 
Table 5: correlation coefficient between two adjacent pixels 
 

 Lena (gray-scale 
image) 

Cipher-image 

Horizontal 0.9518 -0.0282 
Vertical 0.9789 0.0483 
Diagonal 0.9492 0.0085 
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Figure 5.3: Shows the correlation between the two adjacent pixels along horizontal, vertical and 
diagonal direction of a gray-scale image. 

 

 
Figure 5.4: Shows the correlation between the two adjacent pixels along horizontal, vertical and 

diagonal direction of a cipher-image. 
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c) Differential Attack Analysis: - 

For the implementation of differential attack, the intruder creates a plain-image that 

slightly differs from original plain-image and tries to perceives the variations of 

cipher-image to figure out some expressive association existing amongst the plain-

image and cipher-image, which supplementary simplifies in defining the secret key. 

If an intruder predicts cipher-image from slight variation in the plain-image, then 

such type of differential analysis would turn out to be practically inadequate. There 

are two types of criteria that are practically active to measures the diffusion capacity 

of an image chaos-based cryptosystem. They are: - 

i) NPCR is the number of pixel change rate. It is used for the purpose of 

measuring the percentage of different pixel numbers among two images. 

Suppose S1(i, j) and S2(i, j) be the (i, j) th pixel of two images S1 and S2 

where the size of both images is same and are of same data type, then the 

NPCR is defined as:  

 

𝑁𝑃𝐶𝑅 =
1

𝑊 × 𝐻
∑(𝑖, 𝑗) 𝐷(𝑖, 𝑗) × 100% 

 
where D (i, j) represents the difference between S1 (i, j) and S2 (i, j). If S1 (i, j) = S2 
(i, j), then D (i, j) = 0; otherwise, D (i, j) = 1.W is the width of an image and H is the 
height of an image.  
 

ii) The second criterion is, UACI which is a unified average changing intensity 
that can be utilized to measure the intensity of dissimilarities among two 
images. It is defined as: - 

 
UACI = 1

𝑊×𝐻
(∑(i,j) | S1 (i,j)-S2 (i,j)| )/255×100% 
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For an 8-bit gray-scale image, the expected estimates are NPCR = 99.98% and UACI 
= 33.141%. 
 
 

d) Information Entropy: - 
 
Entropy is a self-information which plays an important role for analysing security of 
an encrypted image. Information entropy is a measure of the uncertainty associated 
with random event and used to tell how much information there is in an event. The 
more uncertain or random an event is, the more information entropy it will contain. 
The entropy of a message x can be defined as H(x). If there are N symbols and p (xi) 
is the probability of occurrence of symbol xi, then the equation of an entropy can be 
mathematically represented as: - 
 

H(x)=∑ p(xi)𝑁−1
𝑖=0 log (1/𝑝(𝑥𝑖)) 

 
After computing the entropy using above equation, the entropy of a Lena (gray-scale 
image) image is 7.8 and cipher image is 7.9. For a gray-scale having 256 level 
theoretical value of entropy is 8 bits. However, practically achieving this ideal value 
is not possible. So, encryption algorithm which reach nearest to ideal value are 
considered. 
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CONCLUSION 

 
 
The proposed algorithm discusses the method for image encryption using 2D Henon 
map and 3D Logistic chaotic map for generation of secret key sequences. The method 
consists of fusion of confusion and diffusion process, confusion process and diffusion 
which makes it secure and provide confidentiality to an image. Use of 2D Henon map 
and 3D Logistic chaotic map for generation of secret key sequences provide the 
higher key sensitivity which results in providing an additional security to the 
proposed system. 
 
The proposed system is basically analysed based on technique, histogram analysis 
and correlation of two adjacent pixel along with resistance against entropy attack and 
differential attack, which are very essential requirement for real time application. So, 
we can conclude that the chaotic based proposed system is suitable for real time 
applications.    
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ABSTRACT 

 
This propose concept is mainly focus on developing a robust data security protocol for 

digital validation of medical e-document from the issuing hospital, insurance office and 

the incumbent. The idea here is to address all data security issues like authentication, 

confidentiality, integrity and non-repudiation while exchanging critical data between 

client and server. In this protocol, medical report image is logically divided into four 

non overlapping regions and each region is further divided into four non overlapping 

segments. The protocol initiated with fabrication of four signatures on each region of 

the medical e-document. Here three out of four signatures used for issuing hospital 

ownership while fourth one used for incumbent authenticity. Each signature is 

fabricated on each segment based on two hash values derived from self-design hash 

operation on some important data on e-document. For authentication of hospital, two 

share images are generated from hospital logo and one share is embedded into the 

medical report and other share along with original logo made available in public 

domain. The receiving authority can validate the report by merging the hidden share 

with the public share and match it with the original hospital logo. For incumbent 

authentication, fingerprint of the incumbent is embedded in the medical report. The 

receiving authority can verify the identity of the incumbent by extracting the fingerprint 

and matching it with fingerprint stored in their server. Validation of the medical report 

can only be done by issuing hospital. Issuing hospital validate the medical report in two 

levels. In the first level report data is collected through optical character recognize 

technology (OCR) and then those data are matched with the data stored in hospital 

server. In the second level of validation, right hand fingerprint and left hand fingerprint 

are extracted from medical report and matched with the stored one. If the all the data 

matches then hospital server conforms the total validation of the medical report. 

Overall, this propose idea promotes significant improvement over the existing concepts 

in terms of both security features and data hiding solutions related to the online 

validation of sensitive e-documents. 
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CHAPTER 1 

INTRODUCTION 

 
1.1 Background of Study: 

With the rapid growth of internet and multimedia technology in recent years, digital 

documents such as image, videos and audios, etc. can easily be copied, tampered, 

altered and distributed over internet without loss of quality. Therefore, the protection 

of ownership of digital documents has becoming very important issue. In the modern 

era of digital data transmission, authentication and copyright protection of digital 

documents can be achieve through digital watermarking. The idea behind digital 

watermarking technique is to embed secret copyright information such as text or image, 

called watermark, into the content of the digital document and embedding have to be 

done in such way that it can be extracted later. In the existing concepts, copyright 

signatures are fabricated on the digital documents to establish the ownership claims and 

address major data security issues like authentication, confidentiality, integrity, non-

repudiation, etc. Existing concepts give more emphasize on the ownership accepts 

through various signature fabrication procedures while it is also important to secure and 

validate the content of the digital documents from intentional or unintentional forgery.  

However, in modern era, digital document validation is a bigger issue where the 

authenticity of the whole document is also important. This purpose concept on the other 

hand not only provide ownership protection but also validate content of the e-document. 

To incorporate such critical data security issues, this purposed concept provides a strong 

data security protocol for online validation of digital e-documents. This protocol is 

developed for online authentication of medical report, concerned hospital and the owner 

of the report. Following are the key features of this protocol. 

 

(1) Certify the ownership of the incumbent and issuing hospital by fabrication of 

incumbent’s fingerprint and copyright signature of hospital on the report based on 

hash values derived from important data from the report. 
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(2) Multi-level validation of sensitive data of the medical report through the optical 

character recognizing technique and hash based secret signature fabrication.  

 

(3) Generation private and public share of copyright signatures of the issuing hospital 

and fabrication of private share on the medical report. 

 

(4) Addressing data security issues like authentication, confidentiality, integrity and 

non-repudiations. 
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CHAPTER 2 

LITERATURE REVIEW 

 
In this section we provide a brief literature review on recent water making technique 

and e-document validation schemes with focus on integrity and authentication of 

medical documents. 

Among the recent approaches in the field of e-document authentications, the idea of 

biometric watermarking was implemented by Anitha et al [1], in order to verify the 

relation between the owner and the corresponding details that appears on the document. 

Regarding this, the Biometric details which is basically the iris image of the user is 

captured and converted to a live template in order to obtain a bit code image. This bit 

code image is then periodically duplicated to be of same size of the cover image. 

Thereafter, both of these images are partitioned into blocks having equal size. After 

performing an XOR operation of the bit code image blocks, the watermark bits are 

obtained. The LSBs of the cover image blocks are encoded by a hash value for each 

block from a set of inputs interconnected to the image particulars. This model can be 

used to detect largescale tampering of the document but the drawback is that when it 

comes to distinguish the sensitive tampering from the external noise attacks, it fails, 

because for noise and small-scale tampering it is not validated.  

Another approach in this context, introduced by Kamta et al [2], incorporates a method 

which use the biometric details of the owner including facial characters, retinal scan, 

palatal patterns, fingerprints to verify the legitimacy of the document’s owner and DNA 

to be inserted in a smart card which is provided to the owner for identification purpose. 

Sixteen possible categories are therefore created based on the biometric details of the 

owner. Each of these sixteen possible categories is a string containing ‘y’ and ‘n’, a 

central database is used to store the biometric identifier string corresponding to each 

user. An NDFA with five possible states and having input symbols for each state, is 

used to match the recalculated string and the recaptured biometric details during the 

verification process. The authenticity of the owner is verified if the NDFA accepts the 

string. However, the drawback of this scheme is that it fails to determine the impact of 

external noise incorporated in the smart card, also it is not focused on how biometric 

data can be used for template generation.  
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Among the very recent approaches on e-document authentications, Hasan et al [3] 

implemented the idea of segmented multi watermarking which divides the cover image 

into three separate regions of variable intensity namely R, G, B components in order to 

enhance the security and for better robustness of digital documents. The components 

namely R, G, B are therefore embedded into the components of the watermark image 

namely RW, GW, BW by converting the R, G, B components of the cover image into 

transformation domain using DWT. Therefore, LH1, LL2, LL3 these three levels along 

with the watermarks are inserted into LL3. Afterwards, in order to obtain the 

watermarked image of the digital document the RRW, GGW, BBW are combined 

together. 

Gull et al [4] divides the medical cover image into 4x4 non overlapping pixel blocks 

and each pixel blocks are further sub divided into upper and lower half block. Upper 

half block pixels are used for fabricate data to ensure temper detection and lower half 

block pixels contains the watermark information. Arithmetic mean of each block is 

computed and XORed with the watermark pixels and converts into bits. Converted bits 

are then embedded with lower half block pixels and arithmetic mean bits are embedded 

with the upper half block pixels to get the watermark fabricate image. 

Swaraja et al [5] purposed a region based medical image watermarking by exploiting 

visual and edge entropy of the image. Watermark image is compressed by LZW lossless 

compression technique and concealed into region of non-interest blocks. These blocks 

are chosen using by the human visual system.  

Hanan et al [6] also purposed region based watermarking technique where ROI is 

compressed and combined with signature. Generated watermark inserted into the RONI 

of the host image. 

Lee et al [7] purposed an adaptive reversible medical image watermarking algorithm. 

To minimize the quality degradation of the medical image, image is segmented into 

object and background regions and then watermark is embedded into each region. To 

minimize quality degradation in object region, low embedding level is set for the object 

regions and high embedding level is set for the background region 

In the view of achieving multipurpose authentication, the multi-signature fabrication 

accept can be considered for claiming ownership of the e-document. In multi-signature 

fabrication multiple copy of signature can also be embedded. These multi signature-
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based fabrication also known as multi-watermarking and provides much more secure 

robust authentication. So, this e-document validation and authentication concept is 

implemented using the segmented type multi-watermarking. Some segmented multi-

watermarking ideas are as follows. 

Behnia et al [8] proposed a secure watermarking scheme based on the pair-coupled map 

and showed a map-based technique to hide different binary watermarks into the Red, 

Green, Blue frames. 

Rohit et al [9] purposed multi-level watermarking where multi-purposed DWT is 

applied on the host fingerprint image and high recurrence values are used for 

watermarking. One level DWT is used on face and iris image. Data is obtained from 

DWT values. This data is played the role of a secure watermark, is placed on the host 

fingerprint for iris and face watermark pictures. 

Mohananthini et al [10] developed a multi-watermarking method based on discrete 

wavelet transmute. The watermarks are inserted into sub bands using genetic algorithm. 

Shi-jinn et al [11] purposed a blind copyright protection for government e-document 

image through combination of Discrete Cosine Transform and Singular Value 

Decomposition based on Genetic algorithm. Here DCT is applied to the entire image 

and mapped by zigzag manner to four areas from lowest to highest frequencies. While 

SVD is applied in each area and then singular value of DCT transformed host image. 

Host image is modified in each area with the quantizing value using GA to increase the 

visual quality and robustness. 

Another government e-document watermarking is suggested by Ali Al-Haj [12]. Here 

e-document is watermarked in frequency domain using second order Discrete Wavelet 

Transformation and then followed by Singular Value matrix Decomposition. Non-

reversible fabrication of the well-defined watermark is carried out on the diagonal 

elements of the DWT-SVD decomposed document. 

Here Nasir et al [13] presented a novel multiple watermarking technique for copyright 

protection. The binary watermark image is divided into four fragments. Each fragment 

encrypted using a secret key and fabricated in different regions of blue component of 

the color cover image using spatial encoding mechanism. 

Further, more sophisticated work on multi-watermarking is carried out in the frequency 

domain for better security and robustness. Among these works, Gaurav et al [14] 
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fabricated multiple signatures on non-overlapping DCT blocks where threshold value 

is used for secret data encoding. Here Yaxun et al [15] embedded three binary 

watermarks on non-overlapping blocks of DCT decomposed original gray scale image 

to improve the quality of watermarked image. 

In these existing approaches, it is noticed that most of the watermarking approaches 

have focused on robust data hiding. In most of these approaches digital validation is 

achieved through multi-watermarking rather than developing a secure data security 

protocol. Hence, by considering these issues, this purposed validation and 

authentication approach aims to develop a client-server-based authentication protocol 

to validate e-documents.   

 

 

  



 

7 
 

CHAPTER 3 

ENHANCEMENT ADDRESS IN THE PROPOSED WORK 

 

In contrast to the existing concepts, which are mostly focuses on watermarking 

approach for authentication of copyright data, this proposed concept addresses all the 

critical data security issues (Authentication, Confidentiality, Integrity, Non-

repudiation) along with multi-watermarking approach for trusted validation of digital 

documents.  

This proposed protocol uses OCR technique along with watermarking approach for 

trusted content authentication, whereas existing approaches only uses watermarking 

technique for content authentication.  

While, existing approaches mostly adopts specific watermarking technique for 

authentication, this suggested idea introduces variable watermarking approaches for 

better robustness and also promotes multi-phase authentication concepts for validation 

of e-documents from different angles.  
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CHAPTER 4 

PROPOSED E-DOCUMENT AUTHENTICATION 

PROTOCOL 

 

The e-document authentication process starts with the fabrication of three signature by 

the authorized hospital server and fabrication of fingerprint by the client. Each signature 

is fabricated using two hash values, derived from one of six most important data present 

in e-document i.e. medical report. Hospital server fabricate private share of hospital 

logo, patient right fingerprint and left fingerprint based on the hash value computed 

from the test id, test date, customer id, customer name, transaction id and amount on 

the first, second and third segment of each four regions of the cover image respectively. 

At the client-side incumbent fabricate his/her left/right fingerprint using the hash value 

computed from secret key which is previously given by the hospital, on the fourth 

segment of each four regions of the cover image for his/her authenticity. This fabricated 

e-document is then uploaded to the insurance server. Insurance server check the validity 

of the received e-document by extracting and merging the private and public share of 

the hospital logo and match it with the original hospital logo, store in the insurance 

database. Insurance server transmit the e-document the authorized hospital server if the 

merged and original hospital logo matches. At the hospital server-side the received e-

document is authenticated in two level. In the first level data in the cover image is 

extracted through the optical character recognizer program and match with the data 

store in hospital database. In the second level right hand fingerprint and left hand 

fingerprint is extracted from the two hash values computed from customer id and 

transaction id, which are extracted from cover image in first level. The stepwise 

explanation of the protocol is as follows- 
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Figure 1: Signature fabrication at hospital server-side 
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Figure 2: Signature fabrication at client-side 

 

Step 1: User login to the hospital server account by sending username/password.  

Step 2: Hospital server recognize the user after verifying those transmitted login 

credential and sends an One Time Pin (OTP) to the user.  

Step 3: User fabricate his/her on spot fingerprint in the digital copy of money receipt 

using two hash values (H11, H12) computed from the received OTP and the secret key 

which user received at the first visit of hospital for his/her authenticity. These two hash 

values (H11, H12) determine the starting fragment index for the circular orientation of 

the signature fragment and the matrix interval. The fabricated money receipt is then 

sent to the hospital server. 

 

H11 = {(Secret Key + OTP) + sum of digits(Secret Key) + sum of digit(OTP)} Mod 4  (1) 

H12 = {Difference(Secret Key, OTP) + (Reverse of Secret Key + Reverse of OTP) + sum of        

digits(Secret Key) + sum of digit(OTP)} Mod 4      (2) 
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Figure 3: Client authentication at hospital server-side 

 

Step 4: Hospital server verify user identity by extracting the embedded fingerprint and 

match it with the stored one. If both fingerprint match then hospital server send the e-

medical report to the user. Before sending the medical report, three signatures in 

fabricated in the three segments of each four regions of the medical report. In the 

segment 1, private share of the hospital logo is fabricated using two hash values (H21, 

H22) computed from “Test ID” and “Date”. These two hash values (H21, H22) determine 

the starting fragment index for the circular orientation of the private share fragment and 

the matrix interval. In segment 2, patient right hand fingerprint is fabricated using two 

hash values (H31, H32) derived from “Customer ID” and “Name”. These two hash values 

(H31, H32) determine the starting fragment index for the circular orientation of the 

fingerprint fragment and the matrix interval. In segment 3, patient left hand fingerprint 

is fabricated using another two hash values (H41, H42) computed from “Transaction ID” 
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and “Amount”. These two hash values (H41, H42) determine the starting fragment index 

for the circular orientation of the money receipt fragment and the matrix interval. After 

this fabrication process the fabricated medical report is transfer the user. 

 

H21 = {(Test ID + Date) + sum of digits(Test ID) + sum of digit(Date)} Mod 4   (3) 

H22 = {Difference(Test ID, Date) + (Reverse of Test ID + Reverse of Date) + sum of digits(Test ID) + 

sum of digit(Date)} Mod 4         (4) 

 

H31 = {(Aadhaar No + Name) + sum of digits(customer id) + sum of digit(Name)} Mod 4  (5) 

H32 = {Difference(customer id, Name) + (Reverse of Aadhaar No + Reverse of Name) + sum of        

digits(Aadhaar No) + sum of digit(Name)} Mod 4                    (6) 

 

H41 = {(Transaction ID + Amount) + sum of digits(Transaction ID) + sum of digit(Amount)} Mod 4  (7) 

H42 = {Difference(Transaction ID, Amount) + (Reverse of Transaction ID + Reverse of Amount) + sum 

of digits(Transaction ID) + sum of digit(Amount)} Mod 4        (8) 

 

 

Figure 4: Signature fabrication at hospital-side and client-side 
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Figure 5: Authentication of e-document at client-side 

 

Step 5: User authenticate the received medical report by extracting and merging the 

private and public share of the hospital logo and matches it with the original hospital 

logo, which is available in public domain. By matching the merged logo with original 

logo, user can conclude whether the medical report is coming from a trusted source or 

not. 
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Figure 6: Signature fabrication at client-side 

 

Step 6: User login to the insurance server account by submitting the 

username/password. 

Step 7: Insurance server recognize the user after verifying the received login credential 

and sends a One Time Pin (OTP). 

Step 8: User fabricate his/her on spot fingerprint on the fourth segment of all regions 

of the medical report using two hash values (H51, H52) derived from received OTP and 

the secret key, received at first visit of the insurance office, for his/her authenticity. One 

hash value will determine the starting fragment index and another will determine the 

interval between two matrices. Fabricated medical report is sent to the insurance server. 

H51 = {(Secret Key + OTP) + sum of digits(Secret Key) + sum of digit(OTP)} Mod 4  (9) 

H52 = {Difference(Secret Key, OTP) + (Reverse of Secret Key + Reverse of OTP) + sum of        

digits(Secret Key) + sum of digit(OTP)} Mod 4      (10) 
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Figure 7: Client authentication at insurance server-side 
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Figure 8: Authentication of e-document at insurance server-side 

 

Step 9: After receiving the medical report, insurance server authenticates two things: 

(i) authenticity of the user, (ii) authenticity of the medical report. For authenticating the 

user, insurance server simply extracts the fingerprint from fourth segment of the 

medical report and matches it with fingerprint store in their database. And for the 

authentication of medical report, insurance server extract and merge the private and 

public share of the hospital logo from the first segment of the medical report. Merged 

logo and original hospital logo are then match with each other. Public share and original 

hospital logo are available in public domain. If two logos matches, then insurance server 

send the medical report to the concern hospital server for further verification.  
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Step 10: After receiving the medical report hospital server authenticate it in two levels. 

In the first level, hospital server simply read the medical report using optical character 

recognizer (OCR) and extract its data and then match those data with the data stored in 

database. If all the data matched then it starts the second level authentication. In second 

level authentication, server computes these hash values using the extracted “Customer 

id”, “Name”, “Transaction ID”, “Amount”, and recover the 4 copies of right hand 

fingerprint from segment 2 and 4 copies of left hand fingerprint from segment 3 from 

all regions. All these recovered signatures are matched with the original signature copy 

stored in hospital database to track the best detected copy of each signature. If at least 

one of the signatures of each segment satisfied a predefine threshold value of matching 

then hospital server conforms the total validation of the medical report. 

 

Figure 9: Level 1 authentication of e-document at hospital server-side 
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Figure 10: Level 2 authentication of e-document at hospital server-side  
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CHAPTER 5 

ALGORITHMS 

 

Signature bit fabrication and detection 

The cover host image is logically divided into four equal regions. Each region is further 

divided into four equal segments. And each segment is logically filled with consecutive 

2x2 pixel byte matrix. Now one single bit is fabricated on each pixel byte of the 2x2 

matrix. Signature bits are fabricated in 1st and 3rd segments of 1st and 3rd regions and 

1st and 2nd segments of 2nd and 4th regions using Spatial domain digital watermarking 

technique. And Transform domain digital watermarking technique is used in 2nd and 

4th segments of 1st and 3rd regions and 3rd and 4th segments of 2nd and 4th regions 

of the cover host image. Bit fabrication and detection algorithm is same in both spatial 

and transform domain technique. In spatial domain technique bit fabrication and 

detection is done in each elements of the pixel byte matrix. It doesn’t need any kind of 

matrix transformation. But in transform domain technique pixel byte matrix M is 

transform into M` and signature bits are fabricated in each elements of transform matrix 

M` which turn it into fabricated transform matrix M``. Each element in fabricated 

matrix M`` is then reverse transformed to obtain final signature bit fabricated matrix 

M```. This final fabricated matrix M``` is then sent to the receiver. For bit extraction, 

each elements of pixel byte matrix are forward transformed and hidden bits are then 

extracted using bit detection algorithm.  
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Figure 11: Bit fabrication in host image 

 

5.1 Bit Insertion Algorithm 

Let, Mn = [ A1, A2, A3, A4 ] be a 2x2 pixel byte matrix, where A1, A2, A3, A4 are its 

pixel byte values ranges from 0 to 255 and n is positive integer denotes the matrix 

number. The transformation is performed on each pixel bytes. 
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In spatial domain watermark technique, signature bits are encoded in each pixel byte of 

the pixel matrix. In this technique pixel matrix doesn’t require any matrix 

transformation. 

     

   Mn  =  

 

   Mn
/ = BIT_ENCODE( Mn

/ , b1, b2, b3, b4) 

In transform domain watermarking, Elements of the pixel matrix, are forward 

transformed, then signature bits are encoded in each transform elements and then 

reverse transformed to get the final bit encoded pixel matrix.   

Matrix Transformation Procedure 

Forward Transform: 

 

Mn
/ =                                               …………………………(11) 

 

 

Where, 

X = { Matrix Number + ( Sum of digit of Matrix number )} Mod 4 …………(12) 

X = { n + ( sum of digit of n) } Mod 4 

Here, Mn
/ = [ Ai

/ ] is the transformed matrix, where Ai denotes the transformed element 

at co-responding index j ∈ { 1, 2, 3, 4 }. To encode one signature bit on each 

transformed element Ai
/ , bit encoding procedure is applied to the transformed matrix 

Mn
/. 

 

Mn
//  =  BIT_ENCODE( Mn

/ , b1, b2, b3, b4)  

Then reverse transformation is applied to the bit encoded Matrix Mn
// using matrix 

operation (x+1) to obtain final bit encoded matrix Mn
///. 

A1
/ = A1 + X A2

/ = A2 - X 

A4
/ = A4 - X A3

/ = A3 + X 

A1 A2 

A4 A3 
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Reverse Transform: 
 

 

Mn
/// =                                                    …………………………… (13) 

 

Pseudocode for the BIT_ENCODE algorithm is as follows- 

 

BIT_ENCODE = function (Mn, b1, b2, b3, b4) 

Start 

 N = Matrix number of Mn 

 X = {N + ( Sum of digits of N )} Mod 4 

 If (X = 0 or X = 3) then 

  L4 = Multiple of 4 that is lower than A1 

  U4 = Multiple of 4 that is greater than A1 

  R1 = (L4 + U4) / 2 

  If ( b1 = 1 ) then 

   A1
/ = R1 + 1 

  Else 

   A1
/ = R1 - 1 

End If 

 

L6 = Multiple of 6 that is lower than A2 

  U6 = Multiple of 6 that is greater than A2 

  R2 = (L6 + U6) / 2 

  If ( b2 = 1 ) then 

A1
/// = A1

// - X A2
/// = A2

// + X 

A4
/// = A4

// + X A3
/// = A3

// - X 
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   A2
/ = R2 + 1 

  Else 

   A2
/ = R2 - 1 

End If 

 

L8 = Multiple of 8 that is lower than A3 

  U8 = Multiple of 8 that is greater than A3 

  R3 = (L8 + U8) / 2 

  If ( b3 = 1 ) then 

   A3
/ = R3 + 1 

  Else 

   A3
/ = R3 - 1 

End If 

 End If 

 If (X = 1) then 

  L6 = Multiple of 6 that is lower than A1 

  U6 = Multiple of 6 that is greater than A1 

  R1 = (L6 + U6) / 2 

  If ( b1 = 1 ) then 

   A1
/ = R1 + 1 

  Else 

   A1
/ = R1 - 1 

End If 
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L8 = Multiple of 8 that is lower than A2 

  U8 = Multiple of 8 that is greater than A2 

  R2 = (L8 + U8) / 2 

  If ( b2 = 1 ) then 

   A2
/ = R2 + 1 

  Else 

   A2
/ = R2 - 1 

End If 

 

L4 = Multiple of 4 that is lower than A3 

  U4 = Multiple of 4 that is greater than A3 

  R3 = (L4 + U4) / 2 

  If ( b3 = 1 ) then 

   A3
/ = R3 + 1 

  Else 

   A3
/ = R3 - 1 

End If 

 End If 

 

 If (X = 2) then 

  L8 = Multiple of 8 that is lower than A1 

  U8 = Multiple of 8 that is greater than A1 

  R1 = (L8 + U8) / 2 

  If ( b1 = 1 ) then 
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   A1
/ = R1 + 1 

  Else 

   A1
/ = R1 - 1 

End If 

 

L4 = Multiple of 4 that is lower than A2 

  U4 = Multiple of 4 that is greater than A2 

  R2 = (L4 + U4) / 2 

  If ( b2 = 1 ) then 

   A2
/ = R2 + 1 

  Else 

   A2
/ = R2 - 1 

End If 

 

L6 = Multiple of 6 that is lower than A3 

  U6 = Multiple of 6 that is greater than A3 

  R3 = (L6 + U6) / 2 

  If ( b3 = 1 ) then 

   A3
/ = R3 + 1 

  Else 

   A3
/ = R3 - 1 

End If 

 End If 

 If (b4 =  0) then 
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  If (A4 is even) then 

   A4
/ = A4 

  Else 

   A4
/ = A4 - 1 

End If 

 End If 

 If (b4 =  1) then 

  If (A4 is even) then 

   A4
/ = A4 - 1 

  Else 

   A4
/ = A4 

End If 

 End If 

Mn = [ A1
/, A2

/, A3
/, A4

/] 

 Return Mn 

End function 

 

5.2 Bit Detection Algorithm 

In transform domain watermarking, Signature bits are extracted from forward 

transformed pixel byte matrix. Whereas in spatial domain watermarking bits are 

directly extracted from pixel byte matrix without any prior matrix transformation. 

Let, Mn = [A1, A2, A3, A4] is a bit encoded pixel matrix, where A1, A2, A3, A4 are the 

encoded pixel byte values and n is a positive integer denotes the concern matrix number. 
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Bit Detection in Spatial Domain Watermarking 

b[1,2,3,4] = BIT_DETECT(Mn) 

Here b[1,2,3,4] denotes the extracted four bits from a single bit encoded matrix. 

 

Bit Detection in Transform Domain Watermarking 

Mn is forward transformed using the matrix operation (x), to obtain transformed matrix 

Mn
/. 

b[1,2,3,4] = BIT_DETECT (Mn
/) 

Here b[1,2,3,4] denotes the extracted four bits from a single bit encoded matrix. 

Pseudocode for the BIT_DETECT algorithm is as follows- 

 

BIT_DETECT = function (Mn) 

Start  

 N = Matrix number of Mn 

 X = {N + ( Sum of digits of N )} Mod 4 

 If (X = 0 or X = 3) then 

  L4 = Multiple of 4 that is lower than A1 

  U4 = Multiple of 4 that is greater than A1 

  R1 = (L4 + U4) / 2 

  If ( A1 > = R1 ) then 

   b1 = 1 

  Else 

   b1 = 0 

End If 
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L6 = Multiple of 6 that is lower than A2 

  U6 = Multiple of 6 that is greater than A2 

  R2 = (L6 + U6) / 2 

  If ( A2 > = R2 ) then 

   b2 = 1 

  Else 

   b2 = 0 

End If 

 

L8 = Multiple of 8 that is lower than A3 

  U8 = Multiple of 8 that is greater than A3 

  R3 = (L8 + U8) / 2 

  If ( A3 > = R3 ) then 

   b3 = 1 

  Else 

   b3 = 0 

End If 

 End If 

 If (X = 1) then 

  L6 = Multiple of 6 that is lower than A1 

  U6 = Multiple of 6 that is greater than A1 

  R1 = (L6 + U6) / 2 

  If ( A1 > = R1 ) then 

   b1 = 1 
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  Else 

   b1 = 0 

End If 

 

L8 = Multiple of 8 that is lower than A2 

  U8 = Multiple of 8 that is greater than A2 

  R2 = (L8 + U8) / 2 

  If ( A2 > = R2 ) then 

   b2 = 1 

  Else 

   b2 = 0 

End If 

 

L4 = Multiple of 4 that is lower than A3 

  U4 = Multiple of 4 that is greater than A3 

  R3 = (L4 + U4) / 2 

  If ( A3 > = R3 ) then 

   b3 = 1 

  Else 

   b3 = 0 

End If 

 End If 

 

 If (X = 2) then 
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  L8 = Multiple of 8 that is lower than A1 

  U8 = Multiple of 8 that is greater than A1 

  R1 = (L8 + U8) / 2 

  If ( A1 > = R1 ) then 

   b1 = 1 

  Else 

   b1 = 0 

End If 

 

L4 = Multiple of 4 that is lower than A2 

  U4 = Multiple of 4 that is greater than A2 

  R2 = (L4 + U4) / 2 

  If ( A2 > = R2 ) then 

   b2 = 1 

  Else 

   b2 = 0 

End If 

 

L6 = Multiple of 6 that is lower than A3 

  U6 = Multiple of 6 that is greater than A3 

  R3 = (L6 + U6) / 2 

  If ( A3 > = R3 ) then 

   b3 = 1 

  Else 
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   b3 = 0 

End If 

 End If 

 If (A4 is even) then 

  b4 = 0 

 else 

  b4 = 1 

 End If 

 Return [b1, b2, b3, b4] 

End function 

 

 

5.3 Signature Share Generation algorithm: 

Two share image P1 and P2 can be produced from the original image by adding some 

encrypted value with the red, green, and blue intensities. Let Xr, Xg, Xb are the 

encrypted values of red, green, blue intensities of private share and Yr, Yg, Yb are the 

encrypted values of red, green, blue intensities of public share respectively. Red, green 

and blue intensities of original image is denoted by Or, Og, Ob and POS denote position 

of the pixel. 

POS = {0, 1, 2, 3, ….., n} 

 

Xred [POS] =   ( Ored [ POS ] Mod 100 ) + ( POS * 3 ) Mod 100  (14) 

Xgreen [POS] =  ( Ogreen [ POS ] Mod 100 ) + ( POS * 7 ) Mod 100  (15) 

Xblue [POS] =  ( Oblue [ POS ] Mod 100 ) + ( POS * 9 ) Mod 100   (16) 

  

Yred [POS] =   255 - ( Ored [ POS ] / 100 )      (17) 
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Ygreen [POS] =  255 - ( Ogreen [ POS ] / 100 ) – 253    (18) 

Yblue [POS] =  255 - ( Oblue [ POS ] / 100 )      (19) 

 

Algorithm: 

Input:  Original Image 

Output:  Public Share and Private Share 

Method: 

1. h = height of original image (O) 

2. w = width of original image (O) 

3. P1 = new image of dimension of h x w 

4. P2 = new image of dimension of h x w 

5. For i in range 1 to h 

Start loop: 

 For j in range 1 to w 

 Start loop: 

  pos = ( i * w ) + j 

 

  P1red[ pos ]   = ( Ored[ pos ] Mod 100 ) + ( pos * 3 ) mod 100  

  P1green[ pos ] = ( Ogreen[ pos ] Mod 100 ) + ( pos * 7 ) mod 100 

  P1blue[ pos ]   = ( Oblue[ pos ] Mod 100 ) + ( pos * 9 ) mod 100 

   

  P2red[ pos ] = 255 - ( Ored[ pos ] / 100 ) 

  P2green[ pos ] = 255 - ( Ogreen[ pos ] / 100 ) – 253 

  P2blue[ pos ] = 255 - ( Oblue[ pos ] / 100 ) 

 End loop 

      End loop 

6. Return P1 & P2 
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CHAPTER 6 

OCR IMPLEMENTATION CONCEPTS 

 

Optical Character recognition technology is a business solution for automated data 

extraction from printed or written text from a scanned document or image file. 

How OCR works? 

Generally, OCR works as follows: 

1. Pre-process image data. 

2. Detect lines, words and characters. 

3. Produce ranked list of candidate characters based on trained datasets. 

4. Post process recognized characters, choose best characters based on confidence from 

previous step and language data. Language data includes dictionary, grammar rules, 

etc. 

Tesseract-OCR: 

Tesseract is an optical character recognition engine with support for unicode and ability 

to recognize more than 100 language, originally developed by Hewlett-Packard as a 

proprietary software in the 1980s. Later it was released as open source in 2005 and 

development has been sponsored by Google since 2006. It is available for Linux, 

Windows and Mac OS X.  

Initial version of tesseract could only recognize English language. Later versions 

extended support for more languages. In addition, tesseract can be trained to work in 

other languages. It can also process right-to-left text such as Arabic or Hebrew and 

many Indic scripts.  

Tesseract is executed from the command line interface, that’s why it is suitable for use 

as a backend. Google uses it for text detection on mobile devices, in videos and in gmail 

image spam detection. 

Tesseract can be integrated into applications using its C++ API. For other programming 

languages various wrapper APIs are available. 
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Installation: 

Step1: Installer for windows for Tesseract-OCR is available from   

  https://github.com/UB-Mannheim/tesseract/wiki. 

Step 2: Download the “tesseract-ocr-w64-setup-vX.exe” executable file by 

clicking the hyperlink and save it in “Download” folder. 

Step 3: Run the executable setup file with administrative privilege. 

Step 4: Select the language and then click next. 

Step 5: Read the terms of the agreement and click on “I Agree” button. 

Step 6: Choose the user and click next. 

Step 7: Choose the additional languages and click on next.  

Step 8: Choose the installation location and click on next. 

Step 9: Click on Install to start the installation. 

Step 10: After the complete installation, click on finish to close the setup window. 

 

Tess4J: 

Tess4J is a java wrapper for the Tesseract APIs that provides OCR support for various 

image formats like JPEG, GIF, PNG and BMP. With Tess4J we can access the tesseract 

API in java. 

Installation: 

Step 1:  Download the Tess4J zip file from http://tess4j.sourceforge.net . 

Step 2:  Extract the zip in E drive. 

 

Code & Explanation 

http://tess4j.sourceforge.net/
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First, we have to create a new File object that represents the image data file. 

 File image = new File( “image_data.png” ); 

Then we have to create a Tesseract object to read data from the image file. Tesseract 

class is located in “net.sourceforge.tess4j” package. Before using the Tesseract class, 

we have to import that package. This package doesn’t come with standard java 

packages. This package comes with the Tess4J and located in a JAR file named “tess4j-

x.y.z.jar”. 

Tesseract tess = new Tesseract(); 

After instantiation of the Tesseract object, we have to set the trained dataset directory 

by calling the setDatapath() method of Tesseract class. 

  tess.setDatapath( “E:/Tess4J/tessdata” ); 

Next, we have to set the language we want to recognize by calling the setLanguage() 

method of Tesseract class. 

  tess.setLanguage( “eng” ); 

 Character recognition process is started with the invocation of doOCR() method of 

Tesseract class and pass the file object in method parameter. doOCR() method returns 

the recognized characters as a string object. 

  String text = Tess.doOCR( image ); 

Next, display the string data in standard output. 

  System.out.println( text );  



 

36 
 

Here is the complete code of the OCR program in java: 

  

import net.sourceforge.tess4j.*; 

import java.io.*; 

import javax.imageio.*; 

import java.awt.image.*; 

import java.awt.*; 

 

class OCRtest{ 

  public static void main(String args[]){ 

   try{ 

    Tesseract tess = new Tesseract(); 

   File f = new File("host.png");    

   tess.setDatapath("E:/Tess4J/tessdata"); 

   tess.setLanguage("eng"); 

    

   System.out.println(); 

    

   String text = tess.doOCR(f, new 
Rectangle(162,11,100,40)); 

   System.out.println("Customer ID = " + text); 

    

   text = tess.doOCR(f, new Rectangle(100, 43,170,27)); 

   System.out.println("Customer Name = " + text); 

    

   text = tess.doOCR(f, new Rectangle(111, 81,130,27)); 

   System.out.println("Test ID = " + text); 

    

   text = tess.doOCR(f, new Rectangle(86, 115,170,27)); 

   System.out.println("Test Date = " + text); 
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   text = tess.doOCR(f, new Rectangle(192, 153,140,27)); 

   System.out.println("Transaction ID = " + text); 

    

   text = tess.doOCR(f, new Rectangle(127, 190,170,27)); 

   System.out.println("Amount = " + text);  
 }catch(Exception e){ 

    e.printStackTrace(); 

   } 

  } 

} 

 

 

 

 

Code compilation and execution: 

During compilation of the java file in command line interface, we have to set classpaths 

of the Tesseract jar files. These jar files are located inside the “dist” and “lib” sub-

directories of unzipped “Tess4J” directory. 

 

 

Compilation of java code file: 

javac -cp ".;E:\Tess4J\lib\*;E:\Tess4J\dist\*" OCRprogram.java 

Execution of java bytecode: 

java -cp ".;E:\Tess4J\lib\*;E:\Tess4J\dist\*" OCRprogram 
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Output: 

 

Figure 12: Output of OCR Program 
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CHAPTER 7 

EXPERIMENTAL RESULTS & DISCUSSION 

 

Proposed Image fabrication and detection scheme is applied on a sample medical color 

image. The standard benchmark color images in PNG format with cover image of size 

1152x1408 and signature images of size 50x50. The testing is carried out in 

WINDOWS environment while the experimental data is evaluated using web version 

of MATLAB. 

 

Comparison between original signature images and extracted signature images 

Cover image is logically divided in four regions and each region is sub-divided into 

four segments. Four signature images are inserted in four different segments of each 

region of the cover image. Private share of hospital logo in fabricated in segment 1 of 

each region. Right hand fingerprint of client is fabricated in segment 2 of each region. 

Left hand fingerprint of client is fabricated in segment 3 of each region and the last 

segment is fabricated by the client’s left/right fingerprint. In the extraction process, 

signature images are extracted from each segment of each region. During extraction 

process, four copies of each signature image is generated. Similarity between original 

signature and corresponding extracted signatures can be found by counting number of 

pixels matched between original and extracted signature.  

 

Let, C be the number of extracted signature pixels that exactly matches with the original 

signature image and N is the total number of pixels in the original signature. Then 

similarity S can be calculated as 

 S = 𝐶
𝑁

× 100  
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Cover Image Segment No. Signature Image Extracted Image 

 

1 
 

  

   

2 
 

  

   

3 
 

  

   

4 
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Figure 13: Comparison between original signature and extracted signatures 

 

 

 

 

Comparison between original hospital logo and extracted merged logos 

Private share of the hospital logo is extracted from segment 1 of each four regions. Each 

extracted private shares are then merged with the public share of the hospital logo to 
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generated the merged logos. Merged logos are then compared with the original hospital 

logo. 

 

 

Figure 14: Comparison between original hospital logo and merged logo 

 

Comparison between extracted signatures with some other images 

Comparison between extracted right hand fingerprint from segment 2 with the original 

left hand fingerprint. 

 

Figure 15: Comparison between left hand fingerprint and extracted right hand fingerprint 

 

 

Comparison between extracted left hand fingerprint from segment 3 with the original 

right hand fingerprint. 

 

 

Figure 16: Comparison between right hand fingerprint and extracted left hand fingerprint 
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Comparison between extracted right hand fingerprint from segment 2 with someone 

else right or left hand fingerprint. 

 

 

Figure 17: Comparison between someone else fingerprint and extracted right hand fingerprint 

 

Comparison between original cover image and signature fabricated image with 

PSNR, SSIM, MSE, CC values. 

The quality of the signature fabricated image is qualitatively decided by visual objects 

in signature fabricated image. Peak Signal to Noise Ratio (PSNR) is used as a quality 

measurement between the original and a compressed image. The higher the PSNR, the 

better the quality of the compressed or reconstructed image. 

  

PSNR = 10𝐿𝑜𝑔 (255)2

𝑀𝑆𝐸
 

 

The Mean Square Error (MSE) represents the cumulative squared error between the 

compressed and original image. The lower the value of MSE, the lower the error. MSE 

between a signature fabricated image (IS) and original cover image (I) is 

  

 MSE = 1
𝑁

∑ (𝐼𝑤 − 𝐼)2N
j=0  

 

Structural similarity index measure (SSIM) is used for measuring the similarity 

between two images. SSIM index is full reference matrix, in other words, the 

measurement or prediction of image quality is based on an initial uncompressed or 
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distortion free image as reference. SSIM is perception-based model that considers 

image degradation as perceived change in structural information. The difference with 

other techniques such as MSE or PSNR is that these approaches estimate absolute 

errors. 

Normalize Cross Correlation (NCC) is used to measure the quality of the stego image 

after extraction.   

 

 

Figure 18: Original cover image and Signature fabricated image 

 

 

Figure 19: PSNR, MSE, SSIM, NCC values of signature fabricated image 



 

45 
 

Histogram comparison between Original Image and Signature Fabricated Image 

 

 

Figure 20: Histogram comparison between original and signature fabricated image  
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CHAPTER 8 

CONCLUSION & FUTURE WORK 

 

This proposed idea represents a trusted data security protocol for validation of e-

document related to healthcare application. The project compiles all the data security 

issues (Authentication, Confidentiality, Integrity, Non-repudiation) in contrast to the 

existing approaches. Additionally, this proposed concept also introduces an OCR 

technique to validate the sensitive data of the digital medical document. Apart from 

that, the propose concept also promotes robust data hiding technique that support better 

imperceptibility as well. Further this concept also compiles the non-repudiation issues 

with the digital signature concept which is integrated with visual cryptographic 

approach. In this regard a novel signature share algorithm is designed with tested 

output. Further, another suitable technique will be designed for biometric 

authentication. 

The proposed work will be further tested with different digital e-documents, in terms 

of data hiding imperceptibility and robustness along with biometric matching samples. 
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Abstract 

This project presents a comprehensive analysis of a variety of fruit and vegetable 

images for freshness grading using deep learning. A number of models have been used 

in this project, including DenseNet1 21 and the Custom model. Fruit and vegetable 
decaying occur in a gradual manner, this characteristic is included for freshness 

grading by interpreting chronologically-related fruit decaying information. 
The contribution of this project is to propose a novel neural network structure for fruit 

object locating and classification. It takes fruits and vegetables as an object and using 

its images we classify them into two categories bad and fresh. 
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1 Introduction 

In this project, we will provide an overview of fruit freshness grading system, including the 
identification of the rescarch problem. 

1.1 Background 
Fruits and vegetables are an important constituent of a person's daily diet and thus play a 

significant role in their lives. However, grading the freshness of the fruits and vegetables is a 
manual operation and is time-consuming. Also, not many people are skilled in the process of 

manual detection which leads to a large margin of error. Automated grading by using 
computerized approaches is believed to be the solution to this problem. In this current 
scenario people are getting more conscious about their health and trying to get fresh fruits 
and vegetables but are not able to correctly distinguish between fresh and bad. 

Established research evidence shows that when deterioration of fruit and vegetable occurs, 
they go through a series of biochemical transformation that leads to changes in their physical 
conditions, e.g., visual features including colour and shape. Most of these features can be 
captured. It is expected that the computer vision-based approach is the most economical 
solution. Given the advancement of deep learning technology, grading algorithms should 
produce satisfactory accuracy. 

1.2 Fruit Freshness Grading 
For the categorization of the fruit and vegetables depending upon their freshness, we have 
used a Hedonic [9] scale rating. Each image is associated with a Hedonic [9] Rating given by 
the Panel of Food Technology experts. Hedonic [9] rating is a Quality Measurement 
technique measuring 3 qualities, namely 'Colour', "Shape' and "Texture'". Each quality can 
take a value from I to 9. The average of three values should be taken. If the average is greater 
than 4, then the image associated with the particular Hedonic [9] Rating is considered as 
"Eresh". Otherwise, the image will be considered as "BAD". Then the images are classified 
into two groups- "FRESH" & "BAD". 

1 



1.3 Project Motivation 
We consider fruit freshness grading as one step of post-harvest assessments. Everyone tries to 
cat fresh fruits and vegetables as much as possible and the only way most of the common 
people can judge whether it is fresh or not is using manual inspection which is time 
consuming as well as it leaves a large error of margin and is also not scientifically proved. 
Moreover, many people might not even know the manual techniques and end up buying the 
stale ones. This motivated us to pursue this project as everyone wants fresh fruits and 
vegetables but is not able to distinguish it from the stale ones. As a result, it motivated us to 
find a way so that anyone can just use their phone's camera to decide whether its fresh or not. 



2 Literature Survey 

We decided to do a literature survey to know the different models that we can use on our 

projcct. 
The following table shows the various works being done in the area of fruit, vegetable 
classification or grading, the models being used and the accuracy achieved. 

Author Name 

Jahanbakhshi et al .(1) 

Izadi et al .12) 

Kheiralipour et al .(3] 

Wang et al. [4) 

Jahanbakshi et al.(5] 

Chowdhury et al.(6] 

Danti et al.[7] 

Yuan et al.8] 

Fruit / Vegetable Used 

Classified carrots based on their s0ze to 
control waste 

Graded tomatoes based on their 
s0ze,shape and texture 

Categorized cucumbers based on their 
size, shape and texture 

Classified fruits 

Classified lemons based on their 
imperfections 

Recognized 10 different types of 
vegetables based on colour and texture 

Classified 10 different types of leafy 
vegetables 

Created a database named Food-SK 
consisting of 2500 food images selected 
from three popular image sets for food 
recognition: 

Figure 2.1 Literature Survey 
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Method used and 
Accuracy achieved 

Artificial Neural Networks -98.5% 
Support Vector Machine -89.62% 

Neural fuZzy networks (ANFIS) -81% 

Artificial Neural Networks -97.1% 
Linear Discriminant Analysis -91.2% 
Quadratic Discriminant Analysis -93.1% 

Convolutional Neural Networks - 95.67% 

Convolutional Neural Networks - 100% 

Convolutional Neural Networks - 96.55% 

BP Neural Networks -96.40% 

Fine Tuned GoogLeNet -99.2% 



3 The Proposed Work 

3.1 Objectives & Goals 
The customers mainly use manual inspection techniques to distinguish between fresh and 

stale fruits and vegetables. 
This process is very time-consuming and we cannot determine the actual quality and there 

may be even some naive buyers who can't distinguish and end up buying the stale ones. 

In this project, we aim to automate the whole process so anyone can just go to the market 
and distinguish the fresh ones from the stale ones using their smartphone cameras. 

We aim to measure the freshness of the fruit utilizing a Hedonic [9] scale rating. 
Using the measurement, we can categorize the fruits and vegetables into two categories 

namely fresh and bad. 
" Uilizing the categorization, we can determine whether it is consumable or not. 

3.2 Dataset 
In our project, we didn't use any readily available or existing dataset, rather we have created 

the dataset on our own. We selected Amla for our dataset because it is easily available at the 

market, the price is also lower compared to other fruit items, and being a rich source of 

vitamin-c, it is very useful especially in the COVID situation. 

We have image files and one CSV file containing Hedonic (9] ratings as our dataset. 
Seven Amlas of fine quality were collected. 
Those Amlas were observed for 15 days. Those were kept in the same environmental 

condition. 

The picture of cach Amla was captured thrice a day. 
The time of capturing photos were 10 AM, 4 PM, and 10 PM. 

21 images were captured per day for our dataset. 
There are 283 images of amla in total. 
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Fiqure 3.2.1 Examples of images from our Dataset 

The process was started from 4th May 2021 onwards. We took 3 pictures of each amla per 

day. So, in total, we captured21 images per day. 315 images should be there, but there are 

283 images in our dataset. The rest of the images got eliminated due to the worst quality. 

After capturing the images and eliminating inappropriate images, the rest images are then 
renamed in a particular format, in order to easy accessibility with coding. 

The other part of our dataset is the Hedonic [9] Rating. Each image is associated with a 

Hedonic [9] Rating given by the Panel of Food Technology experts. Hedonic (9] rating is a 

Quality Measures technique. 3 quality measures, namely 'Colour, 'Shape' and 'Texture' are 

there. Each quantity can take a value from 1 to 9, where "9" indicates the best condition and 

"1" stands for the worst condition. Each parameter should have an individual value. The 

average of three values should be taken. If the average is greater than 4, then the image 

associated with the particular Hedonic (9] Rating is considered as "Fresh". Otherwise, 
the image will be considered as  BAD". Then the images are classified into two groups 

"FRESH" &BAD". 
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Image Time 

&Date 

08/05/2021 

4 pm 
Sample-1 

18/05/2021 

10 pm 
Sample-1 

Shape Coio 

8.5 

6 

2 2 

Texture 

Figure 3.2.2 Demonstration of the dataset 

8 

2 

Avera Status 

ge 

8.2 

2 

Fresh 

Bad 

So, in the above table, the first image was captured on the 8h day of May at 4 pm. This is 

sample-1. The shape rating of the image is 8.5. Texture and Colour ratings are 8.5 & 8 

respectively. So, the average of these three parameters is 8.2, which is greater than 4. Hence, 

this particular image is classified as "Fresh". On other hand, the second image was captured 

on 18" May at 10 pm. It is sample-1. The value of Shape, Texture & Colour ratings are 2, 2 & 

2 respectively. Since, the average of these three fields is 2, which is lesser than 4. That 

implies the corresponding item will be considered as "Bad" and it is inconsumable. 

So, in our dataset, we have image files and one CSV file containing Hedonic [9] Rating. Each 

image is associated with one Hedonic [9] rating, better to say one row of the CSV file. 



3.3 Model Building 

After crcating our dataset, we did some data pre-processing to make the data ready before 
insertion into Deep Learning Models. We aim to build a CNN model to do classification, we 
want to build models using Transfer Learning and custom models of Convolutional Neural 
Networks. We are going to apply our model created to classify the fruit items as FRESH or 
BAD. 

3.3.1 DenseNet-121 Model Architecture 

Input Layer: Here we will give an input of (150, 150, 3) sized image to the model and the 
output of this layer will be (150, 150, 3) 
Functional Layer: It is a combination of multiple layers, first we will do a max pooling on 
the current layer and then we will create two threads, on one thread we will do the following 
procedures sequentially: 

Batch normalization 

-Applying an activation function (ReLU is preferred) 
-Then applying a convolution 2D layer 

we will follow these sequences multiple times, and lastly, the output of this thread will be 
concatenated with another thread. In this model we got (4, 4, 1024) as an output from this 
layer. 

Flatten Layer: The main purpose of this layer is to flat the nodes of the previous layer, so the 
total number of nodes in this layer will be the simple multiplication of the output of its 
previous layer. Here, the input to this layer is (4, 4, 1024) thus the output from this layer will 

be = 4 x 4 x 1024 = 16384 

Dense Layer: The main purpose of this layer is to make a dense connection between the 

input nodes and the output nodes. A dense connection means each node of its input layer will 
be connected with each node of the output laye, i.e. this layer will create a complete bipartite 
graph-like structure. In this model, we have got 128 nodes as an output from this layer. 

Dropout Layer: Dropout is a technique used to prevent a model from overfitting. Dropout 
works by randomly setting the outgoing edges of hidden units (neurons that make up hidden 
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layers) to 0 at cach update of the training phase. In this model, we have got 128 nodes as an 
output from this layer. 

Dense Layer: It will be the last layer of our model. As an input to this layer, we have 128 
nodes and this layer will simply make a complete connection with the 2 output nodes in this 
layer and those two output nodes will be the output of the whole model, more accurately onc 
node will be standing for "FRESH" and another node will be considered as "BAD" 
conditioned fruits. 

densenet121_input InputLayer 

densenet121 Functional 

flatten Flatten 

dense Dense 

dense_1 

input: 

dropout Dropout 

output: 

Dense 

input: 

input: 
output: 

output: 

input: 
output: 

input: 
output: 

input: 

(None, 150, 150, 3)] 

(None, 4, 4, 1024) 

output: 

[(None, 150, 150, 3)] 

(None, 150, 150, 3) 
(None, 4, 4, 1024) 

(None, 16384) 

(None, 16384) 
(None, 128) 

(None, 128) 

(None, 128) 

(None, 128) 
(None, 2) 

Figure 3.3.1 DenseNet-121 Model architecture 



3.3.2 Custom Model Architecture 

Input layer, the input shape is (224, 224, l) and the output shape is also (224, 224, 1), which 
is then passed through Convolution2D layer with a filter of (3,3) and the input shape is (224, 

224, I) and output shape is (222, 222, 64) and in it Relu is used as an activation function. It is 
then passed through MaxPooling2D layer with a pool size of (3, 3) and the input shape is 

(222, 222, 64) and output shape is (222, 222, 64). It is then passed through Convolution2D 
layer with a filter of (3,3) and the input shape is (74, 74, 64) and output shape is (72, 72, 32) 
and in it Relu is used as an activation function. It is then passed through MaxPooling2D layer 

with a pool size of (2, 2) and the input shape is (72, 72, 32) and output shape is (36, 36, 32), It 
is then passed through Convolution2D layer with a filter of (3,3) and the input shape is (36, 
36, 32) and output shape is (34,34, 64) and in it Relu is used as an activation function. It is 
then passed through MaxPooling2D layer with a pool size of (2, 2) and the input shape is (34, 
34, 64) and the output shape is (17, 17, 64). The data is then flattened where the input shape 
is (17, 17, 64) and the output shape is (18496), which is then passed through a dense layer 
where the input shape is (18496) and output shape is (128) and here Relu is used as an 
activation function and dropout (p=0.5) is used. It is then passed through a dense layer where 
the input shape is (128) and output shape is (64) and here Relu is used as an activation 
function and dropout (p-0.3) is used. It is then passed through a dense layer where the input 
shape is (64) and output shape is (1) and here Sigmoid is used as an activation function 
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3.3.3 Ridge Regressor 

Ridge Regression is a special type of model tuning procedure. It is essentially used to analyse 
data that are suffering from multicollinearity. Multicollinearity means correlations between 
predictor variables. The mentioned method performs 
L2 regularization techniques. It adds the Squared Magnitude of the coefficient as the penalty 
term to the loss function, Ridge Regression is a special way that creates a parsimonious 
model when the number of predictor variables in a set exceeds the number of observations. 
Alternatively, it is also very useful when data has multicollinearity. Ridge Regressor doesn't 
require unbiased estimators. 
When there are some issues because of multicollinearity, least-squares are unbiased, and 
variances are large, which results in the predicted values being far away from the actual 
values. 

The cost function of Ridge Regression is given here: 

Cost Function = Minimum( Ily-x(e)||2+ A||||2) 
Here, is the Penalty term. It is denoted by an Alpha parameter in the Ridge Function. We can 
control the penalty term by changing the values for alpha. That means, bigger the values of 
alpha, the higher is the penalty and therefore the magnitude of coefficients will be reduced. 

Since Ridge Regressor shrinks the parameters, this is used to prevent multicollinearity. It 
reduces the model complexity by shrinking the coefficients. 

The Error vs Complexity scenario of the Ridge Regression is given below: 

Optimum Model Complexity Total Error 

Bias2 

Model Complexity 
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fiqure3.3.3.1: - Eror- Vs Conplexity graph of Rid¡e Reqessor 



This is the Error Vs Model Complexity graph for Ridge Regressor. We can see the Variance 
and the Square of Bias in the above graph. We can determine Total Error and the Optimum 
Model Complexity through this graph. 
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4. Results and Outputs 

Here we tried out two different models, one using transfer learning and the name of the model 
is Dense Net 121, and another was our custom model named as Fruit Freshness Classification 
Model in short FFCM. Here are the results of those two models. 

4.1 Output of DenseNet121 

The model's training and validation loss and accuracy curves are given below 

25 
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10 

) 

model loss 

epoch 
6 

Taining Loss 
Validation Loss 

10 

090 

0 85 

13 

0 80 

075 

8070 
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O55 

2 

model accuracy 

4 
epoch 

Fiqure 4.1.1 Training vs Validation loss and accuracy curves of DenseNet121 

Taining Accuracy 
Validation Accuracy 
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The confusion matrices of validation and test sets are given below 
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BAD 
FRESH 
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Figure 4.1.2 Confusion matrix of the validation set of 
DenseNet121 
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The classification reports of the validation and test set are given below 
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Figure 4.1.4 Classification report of the validation set of 
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Figure 4. 1.3 Confusion matrix of the test set of 

DenseNet121 
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Fiqure 4.1.5 Classification report of the test set of DenseNet121 



42 Output of FFCM 

The mode/'s training and validation loss and accuracy curves are given below 
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Fiqure 4.2.1 Training vs Validation loss and accuracy curves of FFCM 

The confusion matrixes of validation and test sets are given below 
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The classification reports of the validation and test set arc given below 
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4.3 Output of FFRM 
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Here, i denotes "Shape", i denotes "Color and k denotes the "Texture". 

e.91 
0.95 

recall f1-score 

9.92 

Figure.3.1: Mean Absolute Error Formula 

e.95 

B.94 
8.95 

e.88 
0.97 

Mean Absolute Error: - Absolute Error is nothing but the total error in our 

measurement. The Mean Absolute Error is measured by summing up all the absolute errors and 

dividing them by the total number of crrors. 

The Average Mean Absolute Error for our model =0.006478328295644295 

2.95 
0.92 

Figure 4.2.5 Classificotion report of the test set of FFCM 

( Sum Of( |Y, -x|) 1 (Number of Errors) + Sum Of( | 

Y, -X|)/ (Number of Errors) + Sum Of( |Y, -X,|) 1 (Number of Errors ) /3 

8.95 

Support 

Mean Squared Error: - It is the mean of squared difference between target values and 

model predictions. We can measure the quality of an estimator through the term Mean Squared 

Error. 
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Average MSE=(Er-Y)*r-,)+r-Y)/3 

Here, n total no of sampies, Y represents the target values and Y represents the model predictons 
and i denotes "Shape'.j denotes "Color and k denotes the "Texture". 

Figure 4.3.2: Mean Squared Error Formula 

The Average Mean Squared Error for our Model = 0.0016195524146293838 

" Root Mean Squared Error: - It is the squared root of the mean of squared 

differences between the target values and model predictions. This term shows the differences 

berween the observed or actual values and the predicted values. 

Average RMSE 

L((Actual), - (Predicted) )* 

( 
E (Acual), - (Predicted), )" 

k-1 

E(Actual), - (Predicted),) 

Here. i denotes Shape",i denotes Color and k denotes the "Texture" 

Figure 4.3.3: Root Meon Squored Error Formula 

3 

The Average Root Mean Squared Error of our model = 0.0402436630369227 
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Root Mean Squared Log Error: - It is the squared root of the mean of squared 
differences between the log transferred target values and the log transferred model predictions. 



Average RMSLE = 

n 

£ (log(Actual), - log(Predicted), j' 

n 

£ (log(Actual), - iog(Predicted), )' 

Here, i dernotes "Shape", j denotes "Color" and k denotes the Texture" 

+ 

The Average Root Mean Squared Log Error of our model = 3.2128027275890076 

. R2 Score: - It indicates the degree of interrelation. It says about the variation of the 

dependent variables from independent variables. 

Figure 4.3.4: Root Mean Squared Log Error Formula 

A= ) (Y - ). It is the sum of Squared Regression of a model. 

B= ) (Y - ). It is the total variance in the data. 

E (log(Actual), - log(Predicted), y' 

Average R Squared = (A/B + C/D + E/F) /3 

Y is the mean of Y values and Y is the predicted valUe of observation i for Y. 

Fiqure4.3.5 R2 Score Formula 

Y). It is the sum of Squarcd Rogression of a model. 

D= S (Y -- Y).It is the total variance in the data. 

Y).It is the sum of Squarad Regression of a model. 

F= 2 (Y, - ). t is the total variance in the data. 

the number of predictors. 

Here, i denotes "Shape". j denotes Color" and k denotes the "Texture". 

The Average R2 score of our model = 0.9995107898512906 

Adjusted R2: - It is the modified version of the R Squared score. It is adjusted against 
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Adjusted R2 = 1 - (1-R2)(N-1) 
N-P-1 

Here, N = Total sample Size, P= Number of Independent Variables. 

Figure 4.3.6 Adjusted R2 Formula 
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The Adjusted R2 score of our model = 0.9994843460594685 



Iterative Enhancement Model 

Software Requirement Analysis (SRS) 

Building Classification Model 

Software Design 

Implementing Classification 
Feature on Web Application 

Testing 

Releasing Version 0.1.0 

5.3 Design & Test Steps: 

Building Regression Model 
Implementing Regression 

Feature on Web Application 

Unit Testing 

Releasing Version 0.1.1 

Integrated Testing 
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Releasing Version 1.0.0 
Figure 5.2.1 Data Flow Diagram 

Testing 

Now, let's look into the internal mechanism of our system. We have stored the Regression and 

Classification model in the Database System. When the user will upload an image, it will be 

saved temporarily in the cloud. After running the requested model, the result will be generated 

and the user will get the required result. A diagram showing the High-Level Design is given in 

Figure. 



High Level Design 

5.4 Web View 

Prediction 
from Model 

Requests to cloud 

Giving back the 
data to client 

Figure 5.4.1 High Level Design 

We have used Flask as the Backend and Bootstrap as the Frontend. There are 3 parts to our Web 

App. The first one is Classification Task. after uploading an image, our system will say whether 

the corresponding fruit item is consumable or not. The second one is the Regression part. This 

part will predict the 3 different ratings of the Hedonic System. And the average of these 3 fields 

Colour, Shape and Texture ratings will also be there. The final part is the Combined task of 

Classification and Regression. Some snapshots of the web app are given below: 

Upload new File 

Home Page: - The Home Page of our Web App looks like the one below. 

Choose File No file chosen 

Fruit Image Classification and Regression Project 

Regression Model 

Getting the 
results 

Please select picture of png /jeg /jpeg format 

classification Model 

Upload 
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Figure 5.5.1 Home Page 



After Successfully uploading an image by the user: - When the user uploads 

an 
image successfully, then it will be sent to the server. And our App will look like the one 

below: We will have three options- Previewing the uploaded image, Classification, Regression 

finally Combination of Classification and Regression tasks. Figure represents the above 
discussions. 

Picture Uploaded to the server successfully 

Classification Task 

Dreview Your Image 

Regression Task Combined Result 

Meet the Developer | Fruit Freshness Measurement Team 

Figure 5.5.2 Options for various Tasks 

Classification Report: - When the user wants to perform Classification, then our 

system will say like figure. 

Fruit Image Classification Report 

The Fruit Corresponding To The Given Image Is FRESH 

Meet the Developer |fruit freshness Aeasurement Team 

Figure 5.5.3 Classification Task 
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Regression Report: - After performing the Regression task, the page will look like 
he one below 

Fruit Image Regression Report 

Hedonic Scale Ratings of The Given Image are: 

Colour Rating: 5.05 
Shape Rating: 5.08 
Texture Rating: 5.39 

Average Rating: 5.17 

Wanng tryy onother imoge? Back To Home 

Meet the Developer ( Fruit Freshness Measurement Team 

Fiqure 5.5.4 Regression Task 
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Combined Report: - The page, after clicking Combined Task, will be as per figure. 

Fruit Image Combined Report 

1. Classification Report 
The Fruit Corresponding To The Given Image Is FRESH 

2. Regression Report 
Hedonic Scale Ratings of The Given Image are: 

Colour Rating: 8.5 

Shape Rating: 8.51 
Texture Rating: 8.5 

Average Rating: 8.5 

Wonna try gnother image? Eack To Home 

Meet the Developer | Fruit Freshness Measurement Team 

Figure 5.5.5 Combined Task 

Currently, we have not published our Web App in the cloud. It is running on our local server. In 

future, we will publish it in the cloud so that everyone can use the app. 

25 



& Conclusion and Future Work 

6.1 Conclusion 

In this project we have created a new amla fruit dataset. We have also created a custom CNN 
model a DenseNet-121 and a Ridge Regression based model. The performances of the 
aforementioned neural networks are recorded. the final classification results for both the models 
show F1 scores of more than 80% and the FFRM has 

RMSE score of 0.04024366303692277. 

6.2 Future Work 

To develop a more robust and accurate fruit freshness assessment deep learming model, as a 
common deep learning practice, a large volume of source data is required. The data should 
include noises and pictures in different orientations. 

In the future a cross platform application can be developed to give users more flexibility to use 
the app across multiple devices. 
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1. Introduction 

Human activity is the entire body or the different positions of the limbs . Abnormal Human Activity 
Recognition (Abnormal HAR) is very popular nowadays . However, it still remains a complex task 
due to complex issues such as sensor movement, placement etc. and how people perform their 
activities. Determining detailed activities is beneficial in human-centric applications, such as home 
care support, postoperative trauma rehabilitation, gesture detection, exercise, and fitness mainly 
related to HAR. Most of the person’s daily tasks can be simplified or automated by the HAR system. 
Usually, HAR systems are based on either unsupervised or supervised learning. A supervised 
system requires pre-training using special datasets, but unsupervised systems have a set of rules. 
This literature survey paper surveys extensively the current progress made towards various activity 
recognition methods. Moreover, we provide a comprehensive analysis of three techniques, namely 
wearable devices-based approach, pose based approach, and smartphone sensors. The first one uses 
sensing devices to collect data from the sensors whereas smartphone sensors take input from the 
smartphone sensors such as gyroscope and accelerometer and in the last one activity is classified 
using pose estimation that require the estimation of body key points through neural network. The 
HAR system can be subdivided into three levels, as follows as given in the picture. 

1.1 Project overview/specifications: 

In this project we have made a new dataset Anomalous Action Detection Dataset (Ano-AAD) to 
study anomalous behavior using deep learning models like convolutional LSTM-GRU and Long 
Recurrent Convolutional Network (LRCN). Our dataset is divided in 2 parts 1.Anomaly videos 
and 2. Normal videos. Total number of videos in the dataset 392. Anomaly part has 351 videos and 
there are 41 normal videos.Total number of class is 9.The name of the classes are in anomaly section 
: 
Burglary (49 videos, 78 minutes), Fighting (50 videos, 85 minutes), Explosion (49 videos, 72 
minutes), Fire raising (52 videos, 96 minutes), Ill treatment (32 videos ,68 minutes), Traffic 
Irregularities (5 videos, 3 minutes), Violence (26 videos, 37 minutes), Arrest (50 videos, 93 
minutes), Attack (38 videos, 71 minutes). LRCN has achieved 68% testing accuracy and 
Convolutional LSTM has achieved 73% testing accuracy. 

As of now, our resources are not enough to compute that huge amount of data. So our Accuracy is 
low. 

1.2 Hardware Specification 

GPU: 1xTesla K80 , compute 3.7, having 2496 CUDA cores , 12GB GDDR5 VRAM 
CPU: 1xsingle core hyper threaded Xeon Processors @2.3Ghz i.e(1 core, 2 threads) 
RAM: ~12.6 GB Available 
Disk: ~33 GB Available 
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1.3 Software Specification 

Google Colab is the software system that we used for working on our own Dataset. 

2. LITERATURE SURVEY 

There are three approaches to HAR 

(1) Pose Based Approach (Vision Based Approach):takes the pixel based coordinates of the body’s 
key points used for activity recognition and feature extraction. 

(2) Smartphone Sensor Based:Here sensors are mounted on smartphones. 

(3) Wearable Sensor Based:Here sensors are mounted on the human body.They Collect data from 
the Human Body. 

As per our research project  topic  we will be focusing on vision based approach Domain 

2.1 Existing Methods 

There are mainly three deep learning methodologies:- 

1. Generative Methods(unsupervised)[e.g. Autoencoders, GANs] 

2. Discriminative Methods(supervised )[e.g. DNN,CNN,RNN,RNN+LSTM] 

3. Hybrid Methods(integrates both) 

These methods are applied on other kinds of  popular deep learning datasets. 

2.2 Related Works 

In recent years, recognition and understanding of human behavior have received much 
attention.Different techniques have been used to understand patterns of behavior activity and to 
understand the scene. In this work, we have reviewed some selected papers mainly from 
201821.There are related works (mostly related or close to HAR anomalies) on motion detection, 
face detecting,shoplifting, tracking , loiter detecting, abandoned luggage detecting , crowd behavior 
, and snatch detecting algorithms . Convolutional Neural Networks (CNN) have shown a remarkable 
performance in computer vision in the last recent years. Researchers used Alex Net, VGG-Net, Res 
Net , Inception-like pre-trained models to increase accuracy. Particularly 3DCNN focuses on 
extracting spatial and temporal features from videos. Researchers also used Autoencoders, RNN, 
LSTM, GAN like systems combined with new learning methods like Transfer learning and meta 
learning. They also used combined architecture models to achieve accuracy. 
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2.2.1 Features of  Pretrained Network  Model 

Table -1: Features of pretrained network model[11] 

Network 
Architecture 

Features Accuracy Parameters 

AlexNet Deeper 84.70% 62 million 

VGGNet Fixed Size Kernel 92.30% 138 million 

ResNet Skip short 
connections 

95.51% 60.3 million 

Inception Parallel wider kernels 93.30% 6.4 million 

 

2.2.2 Considered Datasets in  our survey: 

We have done an extensive survey how researchers worked on anomaly related Datasets like 
UCF-Crime and it’s subsets like HR-Crime , XD-Violence, UCSD Anomaly Detection 
Dataset(crowd anomaly), Shanghai-Tech, LAD(Large anomaly Dataset), Avenue, 
CAVIAR,PETS-2016 etc. and we have listed their methods and achieved accuracy. 
Waqas Sultani et al.[1] from University of Central Florida made the UCF-Crime dataset. It has a 
total of 1900 videos in 13 classes like Abuse, Arson etc. and a total video length of 128 hours. 

2.2.3 Mascorro’s concept to analyze pre crime scenes 

Mascorro et al. [2] used 3D-CNN to detect abnormal behavior on shoplifting cases. They 
introduced a new concept to analyze pre-crime scenes:- 

1) Strict Crime Moment (SCM): The SCM is the video segment where a person commits 
shoplifting. 

2) Comprehensive Crime Moment (CCM): It is the precise moment when an ordinary person 
can detect the suspect’s behaviour.Unsuccessful attempts or reorder things is also noted in this step. 

3) Crime Lapse (CL): The CL is the entire video segment where a crime happens. If we 
remove the Lapse from the video, it will be impossible to determine that there is a criminal act in 
the video. 
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4) Pre-crime Behavior (PCB): The PCB contains what happens from the first appearance of 
the suspect to the beginning of CCM. 
 
2.2.4 Some  popular  works Done by other Researchers: 

● Sultani et al. [1] combined deep neural networks with multiple instance learning to classify 
real-world anomalies, such as accident, explosion, fighting, abuse, arson, etc. Their AUC is 
75.41%. They used C3D and TCNN Architecture and achieved an accuracy of 23.0% and 
28.4% respectively. 

● Sabokrou et al. [4] used CNNs with 3D deep autoencoders in order to detect anomalies in        
videos. 

● Ullah et al. [3] used an approach where video is fed into a pre-trained ResNet50 model to 
extract features; a feature vector is generated from a 15 consecutive frames of the video; the 
acquired feature vector is passed to a multilayer Bi directional LSTM to recognise 
anomalous events. They achieved an accuracy of 85.53% .The VGG-19 with multi-layer 
BD-LSTM achieved 82% accuracy on UCF Crime. while the inception V3 with multi-layer 
BD-LSTM reached 80% accuracy on UCF-Crime. 

● Hasan et al. [5] proposed a convolutional auto-encoder (Conv-AE) framework for the 
reconstruction of the scenes, and then computed the reconstruction costs for the 
identification of anomalies. 

● Dubey et al. [6] proposed method 3D deep Multiple Instance Learning with ResNet 
(MILR) along with the new proposed ranking loss function. They achieved an AUC of 

76.67% with that new ranking loss function. 

● Nasaruddin et al. [7] In their proposed method, a robust background subtraction for 
extracting motion, indicating the location of attention regions were employed.The resulting 
regions are finally fed into a 3D CNN. They took the advantage of C3D (Convolution 3-
dimensional), to completely exploit spatiotemporal relation, a deep convolutional network 
is developed to distinguish between normal and abnormal events. 
Their locality learning model achieved an accuracy of 99.25 percent 
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2.2.5 Datasets and Results of various Datasets: 

Table 2:- AUC Results Based on  Publicly Available Codes [10] 

Methods Learning 
Type 

UCSD 
Ped2 

ShanghaiTech UCF 
Crime 

Avenue LAD 

Sparse Unsupervised - - 65.51 - 50.31 

ConvAE Unsupervised - - 50.60 - 53.24 

GMM Unsupervised - - 56.43 - 41.02 

Stacked 
RNN 

Unsupervised 52.58 67.66 - 70.09 49.42 

U-Net Unsupervised 71.26 56.69 - 55.26 53.96 

MNAD Unsupervised 46.72 51.13 56.20 73.58 45.84 

OGNet Unsupervised 69.08 69.26 - 63.23 55.07 

DeepMIL Weakly 
supervised 

90.09 86.30 75.41 87.53 70.18 

MLEP Weakly 
supervised 

- 73.40 50.01 89.20 50.57 

AR-Net Weakly 
supervised 

93.64 91.24 74.36 89.31 79.84 

Results given in Anomaly Detection in Video Sequences: A Benchmark and Computational 
Model by Boyang et. al IET Research Journal Papers arxiv preprint June 2021  [10] 

 

3.OUR WORK 

3.1 Our Own Dataset 

We have made a new dataset to detect anomalous action and named it Anomalous Action 
Detection Dataset(Anno-AAD) to detect anomalous behaviour.Our dataset is divided in 2 parts 
1. Anomaly videos and 
2. Normal videos. (41 videos, 62 minutes) 
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Total number of videos in the dataset 392. Anomaly part has 351 videos and there are 41 normal 
videos.Total number of classes is 9. The name of the classes are in anomaly section : 
1.Burglary(49 videos,78 minutes) 2.Fighting(50 videos, 85 minutes) 3.Explosion(49 videos, 72 
minutes) 4.Fire raising(52 videos, 96 minutes) 5.Ill treatment(32 videos, 68 minutes) 6.Traffic 
irregularities(5 videos,3 minutes) 7.Violence(26 videos, 37 minutes) 8.Arrest(50 videos, 93 
minutes) 9.Attack(38 videos, 71 minutes) 

Anno-AAD Dataset:- 

Total video length of the anomaly part is 10 hours 03 minutes. Total video length of the normal 
part is 62 minutes. Total video length of the criminal action detection dataset is 11 hours 05 minutes. 
Average length of a video is 1 minute 42 seconds. 

3.2 Our own model and used libraries 

Model 
 We have made our own convolutional long Short Term Memory Gated Recurrent Unit model 
(conv-LSTM-GRU) and  Long Recurrent Convolutional Network (LRCN) model to predict. 

Used python libraries: 

1.os 
2.cv2 
3.math 
4.random 
5.numpy 
6.tensorflow 
7.collections 
8.matplotlib 
9.moviepy 
10.matplotlib 
11.sklearn 
 

3.3 Dataset Preprocessing 

We perform Data Preprocessing in the dataset mainly to reduce the number of computations and 
enhance easy training of our deep learning model. The following are done:- 

1. Reading the video files from the dataset and resize the frames to a fixed width and height 
2. Normalizing the data range in [0,1] by diving 255. 
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● Here frame size is 64*64(height*width) 
● Sequence length is 20 
● We define frames_extraction() that will create a list containing the resized and 

normalized frames of a video whose path is passed as argument. The function will read 
the video frame by frame, but not all frames are added to the list as we will only need an 
evenly distributed sequence length of frames. 

● The dataset is split into Train(75%) and Test(25%) 

3.4 Conv-LSTM-GRU 

Data collected over successive periods of time are characterized as a Time Series. In such cases, 
an interesting approach is to use a model based on LSTM (Long Short Term Memory), a 
Recurrent Neural Network architecture. In this kind of architecture, the model passes the previous 
hidden state to the next step of the sequence. Therefore holding information on previous data the 
network has seen before and using it to make decisions. In other words, the data order is extremely 
important. 

When working with images, the best approach is a CNN (Convolutional Neural Network) 
architecture. The image passes through Convolutional Layers, in which several filters extract 
important features. After passing some convolutional layers in sequence, the output is connected to 
a fully-connected Dense network. In our case, sequential images, one approach is using Conv LSTM 
layers. It is a Recurrent layer, just like the LSTM, but internal matrix multiplications are exchanged 
with convolution operations. As a result, the data that flows through the Conv LSTM cells keeps 
the input dimension. 
 
GRUs are very similar to Long Short Term Memory (LSTM). Just like LSTM, GRU uses gates to 
control the flow of information. They are relatively new as compared to LSTM. This is the reason 
they offer some improvement over LSTM and have simpler architecture. Thus we attempt to 
combine the features of Conv-LSTM and GRU to create a new model to do a prediction over a 
video as a Time Series Data of a set of frames. 
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Fig 1: Convolutional Long Short Term Memory [9] 

 

Fig 2: Gated Recurrent Unit 

3.5 Long Recurrent Convolutional Network (LRCN)[8] 

We propose Long-term Recurrent Convolutional Networks (LRCNs), a class of architectures 
leveraging the strengths of rapid progress in CNNs for visual recognition problems, and the growing 
desire to apply such models to time-varying inputs and outputs. LRCN processes the (possibly) 
variable-length visual input (left) with a CNN (middle-left), whose outputs are fed into a stack of 
recurrent sequence models (LSTMs, middle-right), which finally produce a variable-length 
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prediction (right). Both the CNN and LSTM weights are shared across time, resulting in a 
representation that scales to arbitrarily long sequences. 

 
Fig 3: LRCN [8] 

3.6 Model Description 

3.6.1 Model Description: CONV-LSTM-GRU 
 
 

 
Fig 4: Number of parameters in CONV-LSTM-GRU 
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Fig 5 : Design of the CONV-LSTM-GRU  model 
 
3.6.2 Model Description:Our Model LRCN 
 

 

Fig 6: Number of parameters in LRCN 
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Fig 7: Design of LRCN Model 

3.7 Training Parameters 

● For LRCN, the model was trained with adam optimizer, categorical crossentrophy as loss 
function with batch size=4 and epochs=90. 

● For CONV-LSTM-GRU, the model was trained with adam optimizer, categorical 
crossentrophy as loss function with batch size=4 and epochs=30. 

 

4. Results of our work 

4.1 Results on our Dataset 
LRCN have achieved 86% testing accuracy and Conv-LSTM-GRU have achieved 84.5% testing 
accuracy on the dataset. 
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4.2.1 Conv-LSTM-GRU: Total loss vs validation loss graph 

 

 

fig 8:Conv-LSTM-GRU :Total loss vs validation loss graph 

4.2.2 Conv-LSTM-GRU: Total Accuracy vs Total validation Accuracy graph 

 

fig 9: Conv-LSTM-GRU: Total Accuracy vs Total validation Accuracy graph 

4.2.3 LRCN: Total loss vs validation loss graph 
 

 

fig 10: LRCN :Total loss vs validation loss graph 
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4.2.4 LRCN: Total Accuracy vs Total validation Accuracy graph 

 

fig 11: LRCN :Total Accuracy vs Total validation Accuracy graph 

5. Evaluation of Models 

5.1 AUC and ROC Curve 

 
fig 12: Conv-LSTM-GRU: AUC and ROC plot 
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fig 13: LRCN: AUC and ROC plot 

5.2 Confusion matrix, Precision, Recall and F1-Score 
 

 
fig 14: Conv-LSTM-GRU: Confusion matrix, Precision, Recall and F1-Score 



19 

 
fig 15: Conv-LSTM-GRU: Confusion matrix, Precision, Recall and F1-Score 

6. Challenges in HAR 

● Modeling and Analyzing the interaction between human-human and human-object is a 
challenging  issue. 

● HAR systems are not yet able to detect and recognize various gestures under different 
background conditions and are not tolerant with the scalability and growth of gestures. 

● Some activities are difficult to model because of their complex structure as well as the big 
variation in ways of performing the same activity. 

● Limitation of scenes and human movements in 3D space, In addition, detection and 
extracting individuals from image sequences is another limitation that requires experience 
and knowledge. Therefore, when large volumes of data are processed at once, a realtime 
HAR system can achieve better results. 

● Privacy problems- a person will be uncomfortable or forced to be monitored all times. 

6. Conclusions and Future Scope 

Conclusions: 

(i) A literature survey has been completed by us on some selected research papers 
published mainly in 2018-2021 on various HAR technologies.We have categorized these 
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technologies into three main categories, smartphone sensors, and wearable sensors and vision based 
approaches. We studied that the emergence of wearable technology has become a better solution 
for providing support services to people. However, the system still has some limitations. Some 
actions have low recognition rates. Further research is needed to improve accuracy and increase the 
number of activities detected by the system. The main drawback of this CNN-based approach is the 
training time required is very large. As principle work is here to spot different human activities from 
the videos, the dataset used for training consists of actions with different classes. CNN-based 
methods undergo high computations for these videos. 

(ii) Due to limited availability of computational power we had to train our model with 
less epochs and so our accuracy obtained is low. 

Future Scope: 

● Overcome the previously discussed Challenges to HAR. 
● Selection of a deep learning model with comparable accuracy to detect abnormal behavior 

using the Human Activity Recognition System. 
● Future models will use transfer learning, Meta learning, new pre-trained CNN models and 

combined deep learning models to increase accuracy. 
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                                        1. INTRODUCTION  

 

Alumina is one of the more widely used and studied advanced ceramic materials. The relative 

abundance & low cost of the material resources is advantageous for commercial application. 

Availability of the material in highly purified grades makes it well studied in material research. 

Alumina based ceramics show high values of refractoriness, hardness, strength & resistances to 

chemical attack. 

                        Sintering of alumina & alumina based ceramic has been the subjects of many 

investigations. It is well known that firing temperatures above 1600˚C is needed if pure alumina 

is to be sintered to high density. It has been shown that some additions allows the sintering 

1temperature to be lowered, resulting in a densifications to 90% to 95% of theoretical density.  

 

There are two general approaches to enhancing sintering kinetics or lowering the sintering 

temperature for ceramics. The first is by improving powder processing that means to use fine 

starting powders and to eliminate agglomerates in the green preforms. The second approach is to 

use sintering aids or additives. Additives in solid solution can enhance diffusion and hence 

sintering by increasing defect population, while additives forming a liquid phase can facilitate 

particle rearrangement & solution reprecipitation [27]. 

 

Most frequently used additives are MgO, silicates compound such as clay, talc or various silicates 

mixture, transitional metal oxides such as TiO2, MnO2. The effect of the additions is connected to 

an enhancement of ions mobility caused by various phenomena such as formation of a liquid phase 

or creation of lattice vacancies.  

 

Chromia (Cr2O3) has long been used to improve the physical properties of alumina. Cr2O3 forms 

a solid solution with Al2O3 over the full range of compositions. Addition of Cr2O3 was formed to 

increase the hardness, tensile strength & thermal shock resistance of Al2O3. 
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                                 Boron containing alumina materials have attracted specials attention due to 

stable crystalline compound aluminum borate (9Al2O3.2B2O3), orthorhombic crystalline structure 

& a density of 2.93 gm/cc when it is synthesized from end members of the binary system by 

conventional ceramic processing techniques, a porous material of a low bulk density having 

whisker like grain morphology can be obtained. This compound has a high melting point of 1950˚C 

& it is quite stable in oxidizing atmosphere up to 1700˚C. Such good properties along with easy & 

cheap processing means make this materials a potential candidate for filtration of molten materials, 

high temperature thermal insulation, support for catalytic reactions, filtration of particulate from 

diesel engine exhaust gases & filtration of hot corrosion gases in various industrials processes [43]. 

 

                   In this work, two additives were selected for alumina sintering, one solid solutions 

forming additives Cr2O3 & another eutectic compound forming additives B2O3. The effect of this 

oxides on the sintering characteristics, crystalline phase development the microstructural of the 

alumina ceramics were studied. 
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                           2. LITERATURE REVIEW 

 

2.1 LITERATURE REVIEW ON Al2O3-Cr2O3: 

                                 Alumina (Al2O3) is one of the most widely used ceramic materials because of 

its excellent physical and thermo-mechanical properties. Aluminum oxide is a major engineering 

material. A wide variety of ceramic processing methods can be applied including machining or net 

shape forming to produce a wide variety of size and shapes of the components. Alumina is an 

oxide ceramic, formed in almost all cases by conventional powder forming. In essence, form a 

shape from the powdered ceramic (dry or wet), dry the shape (if it was wet formed), rebind if it 

was formed with a binder, then densify by solid-state sintering in a furnace. In special cases 

alumina is formed by unconventional powder forming, or non-powder forming methods. 

 

According to the Ruys, Andrew et. al. [1] the key ceramic engineering principles that underlie 

alumina ceramic technology. Processing of alumina ceramics includes — forming, and sintering; 

structure of the various alumina polymorphs from a crystallographic perspective; properties of 

alumina ceramics (mechanical, electrical, and thermal). Specifically the three key reasons for the 

dominance of alumina in the global advanced ceramics industry are - 

1) Alumina has a set of very industrially valuable properties.  

2) High-quality alumina raw material is abundant and inexpensive. 

3) Alumina can be pressure less sintered to full density in air. 

              Aside from its impressive mechanical, electrical, and chemical inertness properties, the 

main reason for the great success of alumina commercially is its low production cost, for a material 

of such outstanding properties. Alumina is unique in combining a low cost with a very high 

refractoriness. Its melting point is around 2050°C. There is great variation in the reported melting 

point of alumina within the 2000–2100°C range, depending on the method used and the alumina 

tested, but it is approximately in the mid-2000s. The maximum use temperature of pure alumina 

is 1750°C which is above virtually all common industrial processes. 
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 It is significantly above the 1540°C melting point of steel, well above the sintering temperature 

of all clay-based ceramics, and well above the processing temperature of most glass formulations. 

This combined with the chemical inertness of alumina make it one of the leading refractory 

materials in the world .Alumina of varying purity levels is a standard liner in most high-

temperature kilns. In addition with alumina, it can be readily joined to different oxide (like 

chromium oxide which has been mixed and discussed in this project) using different process (like 

solid state sintering) showing improved properties. 

Doh-Hyung Riu et. al. [2] reported that the effects of chromia (Cr2O3) additions on the 

microstructural evolution and the mechanical properties of alumina (Al2O3) were investigated. 

When small amounts (<5 mol. %) of Cr2O3 were added in samples hot pressed at 1500˚C, the grain 

size distribution became bimodal; large plate like grains were dispersed in a relatively small 

grained matrix. When a small amount of Cr2O3 (2mol. %) was added, the grains became larger and 

bi-modal in size distribution. The large grains had plate like shape and were composed of a core 

region that is free of Cr3+ and a surrounding shell region rich in Cr3+. The high diffusion rate of 

Cr3+ ions through the surface of alumina was attributed to this microstructural evolution. The 

mechanical properties of the specimens were strongly influenced by this microstructural change. 

The hardness and the elastic modulus also increased, however, the fracture strength decreased by 

the addition of Cr2O3.The effect of chromium oxide is so significant as to decrease the sintered 

density of the alumina ceramics. This is correlated with the influence of Cr2O3 in increasing the 

dihedral angle. As a result, the distinct deterioration of the mechanical properties of alumina 

ceramics is observed. 

 

H. Tomaszewski et. al. [3] investigated that the effect of Cr2O3 additions on the penetration of the 

intergranular phase between alumina grains of 96 wt% alumina ceramics has been investigated by 

applying the principles of quantitative metallography. From micro-sections, values of the true 

dihedral angle have been measured. Cr2O3 additions increased the dihedral angle and decreased 

the density of alumina ceramics. As a result, distinct deterioration of the mechanical properties of 

alumina ceramics was observed. This study indicates a disadvantageous effect of Cr2O3 on the 

sintering of alpha-alumina in the presence of a liquid phase. The effect of chromium oxide is so 

significant as to decrease the sintered density of the alumina ceramics. This is correlated with the 



10 
 

influence of Cr2O3 in increasing the dihedral angle. As a result, the distinct deterioration of the 

mechanical properties of alumina ceramics is observed. That Chromia (Cr2O3) has long been used 

to improve the physical properties of Al2O3.Different from the other additives mentioned above, 

Cr2O3 forms a solid solution with Al2O3over the full range of compositions. The addition of 

Cr2O3was found to increase the hardness, tensile strength, and thermal shock resistance of Al2O3. 

Even though not thoroughly investigated yet, the improvement are believed to be closely related 

to the changes in microstructure. When the Cr2O3 is added, the sinterability of Al2O3decreased 

markedly due either to the evaporation of the Cr-containing species or to the change in the sintering 

mechanism. 

 

H.J Reynolds et. al. [4] illustrated that the sintering and grain growth of alumina as a function of 

the type of impurity (oxide) added was studied. One weight percent of the impurity was added to 

a commercial fined-grained alumina or was co-precipitated with AlCl3 to form hydroxides. Fired 

shrinkage, bulk density, and apparent porosity measurements were used to correlate sintering with 

grain growth as observed by the petrographic and electron microscope. Some additives which 

increased grain growth were believed to enter into solid solution with alumina and to strain the 

lattice sufficiently to increase material transport. Other additives were believed to produce a glassy 

phase which would greatly increase surface diffusion and resulting grain growth. Some additives 

decrease grain growth because of the relatively large vapor phase produced by the impurity upon 

heating which may have been absorbed on the alumina; other additives may have filled anion 

vacancies to reduce material transport or may have produced complex anions whose flow or 

diffusion may have been impeded. 

 
J. Christensen et. al. [5] investigated that the sintering (densification) and grain growth of alumina 

were studied to determine the effect of the variables raw material, particle size, grinding in acid 

media, molding pressure, various single additives in different amounts, and firing temperature. 

Fine grinding promoted sintering and the, growth of large grains and caused the grains to be more 

elongated inhabit. Sintering was facilitated by additions of iron oxide, manganese oxide, copper 

oxide, and titanium oxide, provided the amounts of these oxides and the temperature of firing were 

within certain bounds. The growth of large grains was facilitated by additions of iron oxide and 

manganese oxide. Nineteen other additives had no effect or retarded sintering and large-grain 
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growth. Both magnesium oxide and silica had a marked effect in inhibiting the growth of large 

grains. The alkali metal oxides, added singly, were especially deleterious to the production of 

strong alumina bodies. The maximum density and maximum strength of the fired body were 

attained approximately simultaneously with the onset of large-grain growth. The habit of the large 

grains was markedly altered by increasing amounts of each additive; the grains lost their 

characteristic crystalline shape and became nearly spheroidal particles. It is suggested that two 

grain-growth phenomena exist which are independent of each other. One is termed “small-grain 

growth” and is associated with densification; the other is referred to as “large-grain growth” and 

occurs in certain specimens, depending on the additions to the alumina, after the sintering 

(densification) is substantially completed. 

 
 
Pengda Zhao et. al. [6] demonstrated that Al2O3 and Cr2O3 form complete substitutional solid 

solutions over the entire composition range at 1650 °C without forming any other compounds. 

Lattice parameters a and c increase linearly with an increase in the Cr2O3 content, with doping 

with Cr3+ ions resulting in more severe lattice strain in the c-axis direction. The angles of the 

different diffraction peaks also decrease linearly with an increase in Cr2O3 content. Furthermore, 

it was found that the relationship between the theoretical density of each solid solution and its 

Cr2O3 content could be fitted using a second-order polynomial. Properties of Al2O3-Cr2O3 solid 

solutions strongly depend on their crystal structure. It is well known that Al2O3-Cr2O3 solid 

solutions have a crystal structure similar to that of corundum. In this compound, the oxygen ions 

form an approximately hexagonal close-packed structure, with Al3+ filling two-thirds of the 

octahedral interstices and each Al3+ and Cr3+ center filling an octahedral. However, the effect of 

the Cr2O3 content on the crystal structure of Al2O3-Cr2O3 solid solutions remains a matter of 

debate.  

 
 
H.G. Emblem et. al. [7] investigated that there are two distinct aluminum (III) oxide gradually 

raises the temperature at which liquid is formed. Aluminium (III) oxide (corundum) and chromium 

(III) oxide (eskolaite) have the same crystal structure. Because the crystal structures of oxides are 

the same and the ionic radius of Al3+and Cr3+ differ by only about12%, corundum is an excellent 

host for the Cr3+ion. A complete series of solid solutions is formed. The formation of solid 



12 
 

solutions is shown by XRD studies of the aluminium (III) oxide-chromium (III) oxide regions of 

aluminium (III) oxide-chromium (III) oxide solid solutions. The first region extends from 0 to 8 

mol. % chromium (III) oxide. The crystals are red, the color becoming increasingly deep as the 

percentage of chromium (III) oxide increases. These crystals represent the gem stone material ruby 
[16]. The second region extends from 8 mol. % chromium (III) oxide upwards. Crystals in which 

the percentage of chromium (III) oxide is slightly in excess of 8 mol. % are green. The color 

changes to dark grey as the chromium (III) oxide percentage increases. The color changes could 

be due to ligand field splitting. In the solid state at high temperature, aluminium(III) oxide and 

chromium(III) oxide are completely miscible, but at lower temperatures  there is a miscibility gap 

(T = 950°C), shown. The mechanism of the separation is spinodal. A spinodal transformation is 

where a "phase" separation occurs in the otherwise homogeneous solid solution due to small 

differences in composition within the phase. In alumina-chrome refractories, the quantity of 

chromium (III) oxide is generally insufficient to cause miscibility problems. At the usual operating 

temperatures of alumina-chrome refractory bodies, the two components are completely miscible 

in the solid state. 

 

V. Tsantzalou et. al.[8]  discovered that incorporating chromium oxide in alumina refractories 

improves resistance to thermal-shock damage and slag attack.in manufacturing alumina-chrome 

refractories ,the chromium oxide can be added to a coarse alumina as a fine chrome ore or to 

corundum as purified chrome ore when preparing-ethyl-silicate-bonded alumina-chrome 

refractories the source of chromium is usually chromium (ΙΙΙ) oxide .The low density of some 

sintered compacts prepared ,may be due to loss chromium, which could occur by the reaction  

Cr2O3 (s) + 3
2
O2 = 2CrO3 (g) 

Chromium loss is consistent with the large primary particle size, suggesting that loss of chromium 

by volatilization is faster than solid solution formation. 

 

It was reported that the changes in the lattice parameters with an increase in Cr2O3 content were 

not completely linear. However, they later observed that the changes were linear and in agreement 

with Vegard's law [41].Vegard's law is an approximate empirical rule stating that a linear relation 
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exists, at a constant temperature, between the crystal lattice constant of an alloy and the 

concentrations of the constituent elements. However, Vegard's law seldom holds true for binary 

continuous solid solutions. Whether an Al2O3-Cr2O3 solid solution satisfies Vegard’s law is still 

controversial. The near expansion coefficient of the solid solutions decreases with an increase in 

the Cr2O3 content. 

 

 

 
A. Harabi et. al. [9] stated that the effect of certain oxides (such as MgO, TiO2, Fe2O3, FeO and 

CaO) on grain growth in alumina. Microstructurally it has been found that chromia additions 

promotes a change from polygonal grains to tabular grains and promotes grain growth up to 10 

wt% but inhibit grain growth when more chromia is added. For 7.5 and 10 wt % chromia samples 

sintered at 1700°C for longer times a third stage corresponding to saturation of grain growth 

capacity, was observed. The grain size change during sintering were compatible with a surface 

diffusion-controlled pore drag mechanism for pure alumina and 2.5 wt% chromia whereas the 

7.5wt% chromia composition obeyed a simple cubic relationship between grain size and sintering 

time. It was found that when chromia is added to alumina composites, wedge-shaped crystals were 

observed and grain grew with increasing chromia content. But the addition of small amount of 

chromia is effective as a grain growth inhibitor. 

 

E. N. Bunting et. al. [10] stated that a dilute solution of Cr2O3 in Al2O3 has long been known as the 

ruby [16]. More concentrated solutions do not possess the desirable color of the ruby, but are of 

interest because of their refractory properties. A study of the phase equilibria in the Cr2O3-Al2O3 

system has shown one oxides to be completely miscible in the liquid and solid states, with 

compound formation. The melting point of Cr2O3 has been re-determined to be 2,275° ± 25° C. 
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It was also reported that on heating mixtures of Cr2O3 and. Al2O3 to a "red white" heat, from 15 to 

16 per cent Cr2O3 united with the Al2O3. Another author made an examination by X-rays of 

mixtures which had been heated to 600° C. and found that limited solution in the solid state 

occurred at this temperature. 

                                                                                              

                                                                                     Fig: 1 Phase diagram 

 

P.H. Sydenhum et. al. [11] stated that The sub-solidus phase equilibria in the system Al2O3-Cr2O3 

were investigated hydrothermally at a pressure of 1 kbar in the temperature range 370˚C to 

1200˚C.Intimate mixtures were prepared from reagent grade nitrates utilizing the method of 

hydroxide co-precipitation[27].It is reported the presence in the system of a miscibility gap with 

limits at compositions of approximately 10 and 60mol% Cr2O3, decreasing in extent with 

increasing temperature to close at 800˚C a composition of 40mol% complete phase diagram for 

the system. 

M. Risti et. al. [12] have discovered that structural properties of the system (1-x) Al2O3+x Cr2O3 

were investigated in the whole concentration range. The samples were prepared by mechano-

chemical activation of y-AIOOH and Cr2O3, sintering the resulting powder up to 1300°C. The 

f2ormation of solid solutions (Al1-xCrx) 2O3 was observed in the whole concentration range. The 

replacement of Al3+ with Cr3+ resulted in a gradual increase of the unit-cell parameter with x. For 

the molar fraction of Cr2O3, x>0.5, a phase closely related to Cr2O3 was also found. The unit-cell 
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parameters of this phase also increased with x, although the rate of increase was much smaller. 

The samples of (I-x) Al2O3+x Cr2O3 showed gradual changes in the FTIR spectra with x.α-Al2O3, 

Cr2O3 and are mutually iso-structural, the space group being R3c. The ionic radii of Al, Cr and Fe 

are nearly similar (0.057 nm for Al3+, 0.064 nm for Cr3+), and this fact favors the formation of 

solid solutions be-tween their oxides. In general, the temperature and the concentration range of 

the formation of solid solutions in mixed metal oxides are strongly dependent on the experimental 

conditions of their preparation (co-precipitation, sol-gel procedures, ceramic sintering, mechano-

chemical activation, etc.) 

 

K. Shibata et. al. [13] expatiated that in the system Cr2O3-Al2O3, Cr2O3 solid solution (ss) powders 

containing up to 25 mol % Al2O3 have been prepared by the hydrazine method. Dense Cr2O3 (ss) 

ceramics (99-99.2% of theoretical) have been fabricated by HIPing (1500°C/2h/196MPa) of the 

compacts sealed under reduced pressure. Their mechanical data are discussed, in comparison with 

those of Al2O3 (ss) ceramics in this system. Micro-hardness (23.4 GPa) and fracture toughness are 

not dependent on the compositions of Cr2O3) ceramics. The former value is higher than that of 

much improved Al2O3 ceramics. Bending strength increases linearly with increasing Al2O3 

content; the maximum value of 380 MPa is achieved in the ceramics containing 25mol. % A12O3. 

Both Cr2O3 and A12O3 possess the same crystal structure having a hexagonal system. 

 

The binary system forms a continuous solid solution at high temperatures. Several investigations 

have been undertaken on the fabrication and mechanical properties ofA12O3 solid solution 

ceramics. It is reported that the micro hardness of dense Al2O3 (ss) ceramics (99.8% of theoretical) 

fabricated by hot pressing (1500- 1700°C (hydrogen atmosphere) increased with increasing Cr2O3 

content. Although the densities of hot-pressed (1425˚C/27.6MPa/vacuum) A12O3 (ss) ceramics 

decreased (99.4+97.4%) rapidly with increasingCr2o3) content, they caused significant increases 

in micro hardness and wear resistance up to 25 mol% Cr2O3additions.Based on the results thus 

obtained, it has been accepted that the mechanical properties of A12O3 ceramics were enhanced by 

Cr2O3, in solid solution. On the other hand, no data for the fabrication and mechanical properties 

of Cr2O3 (ss) ceramics in this system have been reported. This is due to the poor sinterability of 

Cr2O3, in air; the oxide requires high temperatures >16OO˚C in a reducing pressure to achieve 

high density. It is reported that, below 25 mol% A12O3 additions, Cr2O3 (ss) were formed at very 
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low temperatures (405-480˚C) from amorphous materials prepared by a sol-gel technique. 

Investigations were carded out with different types of bauxites and chromites to prepare chrome-

alumina refractories. Raw materials mixed in suitable proportions to give 10-12 % Cr2O 3 in the 

product were calcined at 1600° and then graded. Bricks formed under pressure and fired to 1600° 

indicate promising results but high porosity. Lime addition (2-3%) in the mixes appreciably 

reduces porosity but slightly affects the refractoriness. Chrome ore containing about 5 percent 

silica is suitable for the purpose. Chrome-alumina refractories thus made possess desirable 

properties and their use in steel pouring ladles and regenerators of open hearth furnaces may be 

considered. 

 

Chrome ore is represented by the formula (Fe, Mg)O (Or, AI, Fe) 2O3 • Impurities present in the 

chrome ore are generally serpentine, chlorite, olivine, talc and pyroxene. On heating, ores get 

oxidised and ferrous spinels are converted to solid solutions of sesquioxides Fe2O3, Cr2O3 and 

Al2O3. Magnesia present in the chrome ores or introduced by addition forms spinels like 

MgO.Fe2O3, MgO.Cr2O3and MgO.Al2O3 and the spinel structure of the ore is preserved. When 

alumina or bauxite is added to chrome ores and are oxidised solid solutions of Cr2O3-Al2O3-Fe2O3 

might be formed together with some magnesia-spinels depending upon the limit of MgO present 

in the chrome ores. Thus chrome-alumina refractories with high percentage of alumina are mainly 

solid solutions of Cr2O3-Fe2O3-Al2O3. Mechanical strength of the brick depends upon the amount 

of melt formed during firing. Formation of the melt varies on the nature and amount of the 

impurities present in the ores and the grain size of the batch. Low underload values of half bricks 

prepared from coarse fractions might be due to inadequate sintering of the grains when fired to 

1500°. Mechanical strength as indicated by refractoriness underload values increases due to better 

sintering when fine fractions are used. Addition of lime decreases porosity considerably possibly 

due to formation of more calcium aluminate and monticellite. 

 
H. G. EMBLEM, T. J. DAVIES, A. HARABI, A. A. OGWU, C. S. NWOBODO, V. TSANTZALOU 
H. G. EMBLEM, T. J. DAVIES.HNV 
Ravindra Jangir et. al. [14] discovered we report on structural and optical properties for ternary α-

(AlxCr1-x) 2O3 (0 <x < 1) solid solutions synthesized by using solid state reaction method. Single R-

3c phase was obtained for the Aluminum composition of 0 <x < 1. Due to difference in the ionic 

radius of Al3+ and Cr3+, in plane lattice parameter showed deviation from the vegard’s law [41]. 
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Optical absorption spectra for the solid solutions showed a blue shift of ~ 0.5 eV in the optical gap. 

It has also been observed that Cr 3d level shifted towards the O 2p level in the valance band which 

indicates the enhancement of hybridization in the d and p levels, which is related to the 

delocalization of hole states, responsible for p-type conduction in wide band gap semiconductors. 

The results suggests that ternary α-(AlxCr1-x) 2O3 (0 <x < 1) can be useful in the field of UV 

transparent electronics and UV photodetectors. Synthesis of ternary α-(AlxCr1-x) 2O3 (0 <x < 1) 

material system has been carried out using solid state reaction method. XRD measurements reveal 

that Aluminium (Al) can be substituted with chromium (Cr) for full composition range. 

Polycrystalline solid solutions of ternary α-(AlxCr1-x) 2O3 (0 <x < 1) were prepared using 

conventional solid state reaction method with starting materials; Al2O3 (99.999% Sigma Aldrich) 

and Cr2O3 (99.97% Sigma Aldrich). Al2O3 powder was mixed with the Cr2O3 powder in different 

molar ratio to vary the Al (x) concentration in ternaryα-(AlxCr1-x) 2O3 solid solution. 

 
J. Graham et. al. [15] investigated thatprecision lattice spacing determinations have been made on 

well crystallized specimens throughout the system, and the diffuse reflectivity of the samples 

measured. There is no anomaly at 8 mol percent Cr2O3 as found by earlier workers, the change in 

both the colour and the crystal field surrounding the chromium ions being continuous and smooth, 

though changes in the crystallographic environment of these ions cannot be followed in detail. 

Atomic parameters have been obtained for pure chromic oxide, revealing that the structure is rather 

less distorted than the similar structures of α-alumina and α-Fe2O3.The positive deviations from 

linearity which are found in our lattice spacing curves indicate an apparent diameter for the Cr3+ 

ion greater than that inCr2O3; the average molar volume increases initially more rapidly than the 

simple linear law predicts, so that there is no abnormal compression in this region. 

 

 
J.E. Lovelock et. al. [16] showed that the abnormal red color of ruby compositions (solid solutions 

containing less than 8 mol % Cr2O3 in Al2O3) is due to compression of chromite ions. This 

conclusion is based on the shift towards shorter wave from about 17000 cm -1in green chromic 

oxide to about 19000 cm-1 in the red rubies, the shift of the absorption bands, in fact, takes place 

gradually as the concentration of chromic oxide is reduced down to 8 mol%. The colour of mixed 

crystals remains green in varying shades down to 30mol%of chromic oxide, when it changes 
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gradually to greyish-green, grey, greying-red and then to bright red which remains stable below 8 

mol% . The position of the absorption bands remains almost fixed in the red compositions below 

this concentration. Thus, it is obvious that this phenomena of ion-compression takes place 

gradually and in the green region only. (For convenience, the whole of the green-to-red region 

above 8 mol% chromium oxide has been designed as the green region). No extraordinary 

compression of the chromic ion is associated with the critical concentration. 

 

 
Sun Hong gang et. al. [17] reported that the character of Al2O3-Cr2O3 refractories service is affected 

by multiple factors such as temperature fluctuation, slag corrosion and penetration. To simulate 

service, some kinds of Al2O3-Cr2O3 refractories were estimated with slag resistance test under 

temperature fluctuation. The result showed that, slag resistance and penetration resistance 

increased with increasing chromium oxide content in bricks. With the increase of Cr2O3 content, 

the slag corrosion rate of Al2O3-Cr2O3 material decreased, which indicated that the Cr2O3 content 

played a decisive role in the slag resistance of Al2O3-Cr2O3 material. Dense spinel layer was 

formed by the reaction of Cr2O3 with Fe2O3 and MgO, which had a high melting point and 

prevented the further infiltration of slag into the materials. The improvement of the thermal shock 

resistance was verified by introducing mullite-zirconia particles or m-ZrO2 particles as additives 

into Al2O3-Cr2O3 refractories. Moreover, microporous microstructure was very favourable for both 

slag penetration resistance and thermal shock resistance. The addition of zirconium oxide and the 

microstructural design of micro pores can make up for the decline in the performance of chromium 

oxide in Al2O3-Cr2O3 refractories. Thermodynamic evaluation also showed that the content of 

Cr2O3 in refractories had a significant influence on the formation of dense spinel layer. Moreover, 

the additives had benefit on improving the slag penetration resistance because it effectively 

suppressed the micro crack propagations under the condition of temperature fluctuation. Therefore, 

it will be also an effective way to promote slag resistance of Al2O3-Cr2O3 refractories with lower 

content of Cr2O3 by the designation and preparation of microporous structural materials. 

. 
 
Takehiko Hirata et. al. [18] demonstrated that the corrosion of ceramic materials in molten slag 

depended strongly on the viscosity of the slag and the basicity gap between the ceramics and the 

slag. In this study, we propose experimental equation to predict the corrosion rate of a ceramic 
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material in a molten slag as functions of the viscosity and the basicity gap on the basis of the 

corrosion tests. Generally, the corrosion rate seems to be influenced of oxide. However, the 

ceramic materials, which exhibit the superior stability in the molten slag, have been found out 

experientially or empirically, since the understanding about corrosion chemistry in a slag was still 

insufficient. The investigated the corrosion behaviour of Cr2O3–Al2O3 ceramics in the CaO–SiO2–

B2O3 model slag system. The obtained results suggest that the basicity and viscosity of slag were 

the critical factors, which control the corrosion behaviour. 

 
 
Hiroyuki Sunayama et. al. [19] described that Chromium oxide particle, which composed the 

matrix of brick, surrounded the surface of brick in suspension. Furthermore, the content of 

chromium oxide in penetrated slag was saturated with the dissolution of inner wall of pore in the 

brick, as a result, the chemical reaction between FexO and Cr2O3 at the interface on the top of 

penetrating slag might be negligible. Al2O3-Cr2O3 refractory had the high corrosion resistance 

because of the suspension of Cr2O3 particles and the saturated solubility of Cr2O3 in the penetrated 

slag. Generally, it is considered that the viscosity of the slag which penetrates into the MgO-Cr2O3 

refractory becomes high because of dissolving of Cr2O3 in the penetrated slag. In the present study, 

the measurement of the dissolution rate of the Al2O3-Cr2O3 refractory and of the penetration rate 

of slag into the Cr2O3 capillary were carried out to clarify the role of Cr2O3 constituent in the 

refractory on the high corrosion resistance of Al2O3-Cr2O3 refractory.So, One of disposal of waste 

is to incinerate waste at high temperature. Alumina-chrome refractory, Al2O3-Cr2O3, is used as 

aligning of an incinerator because Al2O3-Cr2O3 has a high corrosion resistance against molten slag. 

 
Ding Chena et. al. [20] reported that Al2O3–Cr2O3 refractories containing a minor amount of ZrO2 

usually have excellent heat stability and corrosion resistance. However, a short service life is 

observed in high-temperature solid waste incinerators. Therefore, the phase compositions              

and microstructure of the Al2O3–Cr2O3 refractory linings, both with and without corrosion, were 

analyzed. The results show that Al2O3–Cr2O3 bricks were corroded by both molten slag and gas in 

the solid waste incinerator. Regarding the corrosion by molten slag, SiO2 and CaO contained in 

the slag entered into the bricks along pores, which caused densification of the matrix and reaction 

of SiO2, CaO, and Al2O3 to form CAS2; FeO entered into the refractory and reacted with Al2O3 

and Cr2O3, forming the composite spinel FeO.Cr(Al)2O3. Moreover, the gas mixture of CO and 
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Cl2 also infiltrated into the Al2O3-Cr2O3 brick and accelerated brick corrosion by reacting with 

ZrO2, Al2O3, and Cr2O3 one after another. 

 
 
Mithun Nath et. al. [21] interpreted that visible corrosion has not been observed even after 36 hrs 

of corrosion test, but microscopic analysis revealed the corroded region which increases with time. 

Corrosion occurs via dissolution of Al2O3 fractions from the Al2O3– Cr2O3 solid solution by the 

molten glass followed by mass exchange. The Al2O3 fraction in the Al2O3–Cr2O3 solid solution is 

occupied by Fe2O3 there by forming of Fe2O3– Cr2O3 solid solution and plausibly this layer acts a 

barrier to molten glass which ceases the corrosion rate. However, Cr2O3 fraction remained 

unaffected by the molten glass. The properties of molten glass/slag such as chemical composition, 

acid or basicity, viscosity, density, temperature and surface tension are the important variables 

which come into play during interactions with refractories. Researchers have investigated the 

interaction Al2O3– Cr2O3 with various slag/glass containing iron oxides and established that the 

dissolution and penetration of liquid melts occurs via formation of different spinel phases of Al 

and Cr with Fe. Therefore, investigation of affected grains in the corroded region in terms of phase 

analysis by XRD and detail elemental analysis by EDX are per-formed to find out the formation 

of new phases and the corrosion mechanism. 

 
 
Kyeising Kwong et. al. [22] showed that the effect of operational conditions and slag chemistry on 

the wear of Cr2O3 refractory has been discussed. Structural spalling and corrosion have been 

identified by post mortem analysis and field investigation as major failure mechanisms for the 

premature service life of refractory. The use of phosphate additives in a Cr2O3 refractory has been 

proved to be an effective way to enhance the slag penetration resistance and to eliminate the 

structural spalling of refractory brick. The hot-face refractory lining is a key component of 

gasification systems. The refractory liner protects the gasification system from the high-

temperature corrosive gaseous and from the molten slag environment associated with the 

conversion of carbon feed stocks. The ability to produce combinations of electricity, hydrogen, 

and chemicals, while eliminating nearly all air pollutants and potential greenhouse gases, makes 

gasification one of the most promising technologies for the energy plants of tomorrow, especially 

at a time when oil and natural gas prices are rising and reserves are being depleted. Compared with 
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traditional coal combustion plants, slagging gasifiers have several potential environmental 

benefits. 

 

U. Rothhaar et. al. [23] reported on annealing-induced interface and bulk effects in thin Cr2O3 films 

on aluminium oxide substrates. The samples consisted of ceramic Al2O3 substrates with 825 A° 

Cr2O3 over layers, deposited by reactive R.F. magnetron sputtering. Annealing in the range from 

1100⁰C to 1250⁰C, and the subsequent AES sputter depth profiling were carried out in situ under 

ultrahigh vacuum conditions. With increasing temperature and heating time an interface 

broadening and a nearly constant concentration of Al developing in the Cr2O3 film are observed. 

On the basis of Whipple’s theory for combined grain boundary and intragranular diffusion, bulk 

diffusion coefficients are determined leading to an activation energy of 4.67 eV for Al diffusion 

in Cr2O3. Interdiffusion effects in Cr2O3–Al2O3systems prepared and annealed in situ under 

ultrahigh vacuum conditions have been investigated in the temperature range of 1100⁰C–1250⁰C. 

Auger sputter depth profiling was shown to enable the determination of the temperature induced 

compositional changes despite the electrically non-conducting ceramic alumina substrates. The 

bulk diffusion coefficients derived via the plateau-rise method developed. It obeys an Arrhenius 

law and yield an activation energy of 4.67 eV for the diffusion of Al in bulk Cr2O3. 

 
Hwan-Tang et. al. [24] investigated that activity -composition relations in Al2O3-Cr2O3 solid 

solutions at 1500⁰C and 1600°C were determined by equilibrating members of this solid-solution 

series with Mo-Cr alloys of known activity-composition relations and a gas phase of known 

oxygen potentials. The oxide solid solution shows considerable positive deviation from ideality. 

Activity composition relations of the system Cr2O3-Al2O3 at high temperatures are of interest in 

the physical chemistry of refractories used in steelmaking and in coal gasification. Such data, in 

combination with acknowledge of phase relations in ternary systems of the type MO-Cr2O3-Al2O3, 

where MO is a divalent oxide, for instance FeO or MnO, will be useful for evaluating the 

interaction between metal oxides and Cr2O3-Al2O3 containing refractory materials. In the present 

study, the activity -composition relations of theCr2O3-Al2O3 solid solutions were determined at 

relatively high temperatures (1500⁰C and 1600°C) from data on the equilibrium between these 

solid solutions, Mo-Cr alloys, and atmosphere of known oxygen pressures. 
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A. Bettinelli et. al. [25] elucidated that densification of alumina-based ceramics can be achieved 

(95% of the theoretical value) by liquid phase sintering at 1400°C. The optimum amount of silicate 

additions was determined in order to achieve the best densification. Using a fine grained alumina 

(0-5 to 1μm average grain size) 94% of the theoretical density is obtained in air and 93% in 

hydrogen with an addition of 2.25 wt% of CaSiO3. The densification kinetics were studied under 

these two atmospheres and the influence of some transition metal oxides (TiO2, Nb2O5) under a 

reducing atmosphere is also discussed. Ninety five per cent dense ceramics having an alumina 

content of96% are obtained after four hours firing at 1400°C.The results show that it is possible to 

densify pure fine grained alumina at 1400°C, by adding 2 wt% of an additive with a low melting 

point. The density, which can be obtained, is nearly 95% of the theoretical value. A supplementary 

addition of TiO2 or Nb2O5 fired in air or in hydrogen, or MoO3 fired in hydrogen has little effect 

on sintering. In the case of firing in hydrogen the oxides may be of interest if a black alumina is 

required. 

 
Motonari Fujtta et. al. [26] described that the sol-gel method was applied to create Al2O3-Cr2O3 

ceramics using aluminum ethyl acetoacetate di-isopropylate and chromium chloride hexahydrate 

as starting materials. In the calcinations at 600-1200⁰C it was found that the grains of Cr2O3-rich 

solid solution grew when they were exposed to the surrounding Al2O3-rich amorphous particles. 

The composition of the powders obtained by the sol-gel process changed with calcining 

temperature.Cr2O3-rich solid solutions first crystallize at low temperature and the composition of 

the crystallites changes as the crystals grow and react with the surroundings Al2O3 -Rich Phase 

.The final sintered bodies fired under an Ar atmosphere showed higher relative densities as 

compared with those fired in air .A dense sintered body was not obtained when abnormal grains 

grew when calcining occurred .Melting type incinerators such as gasification melting furnace[22] 

have been developed As a solution to this problem. In high temperature melting type incinerators 

the waste are burnt and melted above 1300⁰C .Generally Al2O3-Cr2O3 refractories are used in such 

conditions. The alkali alkali-earth elements such as Na, K and Ca are present in the municipal 

wastes and corrode furnace lining refractories. Porous microstructure refractories are attacked so 

a dense body is used to avoid damage. 
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Federica Bondioli et. al. [27] investigated that concerning iso-valent solid solutions, in which an 

atom or ion replaces an atom or ion of the same charge in the parent structure, the study of the Al2-

xCrx)O3 (0 ≤x ≤ 2) system is of great interest because of its high refractoriness and chemical 

stability.Al2O3 and Cr2O3 are sesquioxides having the same corundum crystal structure 

(approximately hexagonal close-packed oxide ions with the Al3+ and Cr3+ ions occupying two 

thirds of the available octahedral interstitial sites), and by reaction at high temperatures (T 

˃1000°C) complete ranges of substitutional solid solutions are obtained. Below 950°C a 

miscibility dome is present, inside which two crystalline phases (alumina-rich and chromia rich 

solid solutions) are present. The actual decomposition of a homogeneous solid solution into two 

phases takes place very slowly, but it may be speeded up using hydrothermal or high pressure 

treatments. In this system the co-precipitated powders present faster reaction kinetics, not only 

because of the smaller particle size, and consequently greater reactivity, but also because of Cr–

O–Al bonds due to the co-precipitation process. In particular, for compositions inside the 

miscibility gap, because of these bonds, the thermodynamic equilibrium, characterized by the 

presence of two solid solutions, has been obtained in a shorter time and at ambient pressure. 

 
 
 
V.A. Bron et. al. [28] described that the firebrick linings of steel plant ladles at the Chelyabinsk 

iron and steel plant do not last more than six to ten heats. In order to improve ladle life, trials were, 

therefore, carried out with alumina-chrome brick produced at the Semiluksk refractories plant and 

characterized by a high Also Al2O3 content and good thermal stability. The refractoriness of these 

bricks and the initial softening temperature under load are markedly superior to those of fireclay. 

The chemical composition of alumina-chrome brick is: 77.38% Al2O3, 6.70% SiO2, 10.81% Cr2O3, 

1.17%oFe2O3, 1.02% MgO,3.29% R2O.Overall lining life of the ladle walls was 7 heats. The ladle 

bottom bricked with alumina-chrome was left for a second campaign. After two campaigns (14 

heats), the residual brick thickness of the bottom was 110to 135 mm. Some difficulties associated 

with alumina-chrome refractories were encountered during ladle operations: 

1) Slagging of the brick surface and partial spalling of the brick; 

2) Difficulty in removing slag because of its high viscosity; 

3) Partial skulling of the ladle 
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Although the superior wear resistance of the alumina-chrome brick was also apparent in the 

remaining trial ladles. A ladle was tried with the bottom and lower 13 rings of the side wall bricked 

completely in alumina-chrome and the remaining lining in firebrick. 

 
M.T. Hernandez et. al. [29] reported that alumina is an important technological material due to its 

excellent physical and thermomechanical properties. Binary compositions enhance some of these 

properties; especially Cr additions significantly increase the mechanical behavior of pure alumina. 

It is well known that the sintered bodies of chromium oxide doped-alumina do not become dense 

when sintering in air because vaporization and condensation of Cr2O3 during the high temperature 

densification process. The aim of this work is to assess the hot press sintering as an adequate 

processing method to obtain full dense sintered bodies from well homogeneous powders on 

chromia-alumina system. Using solutions of the desired nitrates, powders were prepared by the 

Pechini process in the range 0–6 Cr2O3 wt% and hot-pressed at 1500⁰ C. C-diffusion and 

microstructure of the final densed bodies were studied in order to evaluate synthesis process 

feasibility. The Pechini process is a good method of obtaining high quality powders in the system 

Al2O3-Cr2O3. It can supply a large amount of product in a short period of time. Due to an absolutely 

homogeneous chromium distribution along CIT samples, the resultant microstructure of the 

densified ceramics is composed of isotrope rounded grains. On the contrary, the anisotropic 

structure of elongated grains, observed on JP samples is the consequence of the irregular 

incorporation of chromium oxide into the alumina matrix before to the heating process. The hot 

press sintering has been demonstrated to be a successful process to obtain fully densified chromia-

alumina compositions, avoiding the loss of gaseous chromium-based oxides at high temperatures. 

But an uncontrolled amount of carbon is diffused into the corundum structure due to a gas flow 

from the graphite moulds through the powder pore network. However, the existence of that carbon- 

rich flow seems to provoke the formation of some chromium carbides, detected when chromium 

content exceeds 5wt% of the solid solution by XRD. In compositions with a lower chromium 

content, the incorporated carbon is located both at grain boundaries and triple points as low 

crystallinity carbon phases, as demonstrated by XRD and TEM studies. 

 
A.A. Shaposknikova et. al. [30] demonstrated that Chrome-alumina slag is a waste product from 

the production of chrome metal. A number of publications have pointed out the advisability of 
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using high-alumina slag for making refractories. On the basis of experimental data, the slag: clay 

ratio providing the greatest density in industrial grinding was taken as 65:35. The jointly ground 

mixture contained 1% fraction coarser than 0. 5 mm and 64% finer than 0. 088 mm. The 

experimental batches of ladle brick were made with equipment used for the present production by 

semi-dry pressing. Water absorption of the chamotte was 8 - 10%. They manufactured 

experimental batches of ladle brick with the addition of 20% and 28% chrome-alumina slag and 

tested it in 140-ton ladles. The slag was added in finely-ground form to the charge binder during 

joint grinding with the clay. In order to manufacture the chrome-alumina ladle brick at the 

refractory shop of the NTMK in accordance with the set technology, it is necessary to arrange a 

separate production line with a tube mill.  Wear and tear in the experimental brick with 28% 

chrome-alumina slag amounted to 4.2 mm/melt, with 26% chrome-alumina slag to 4. 4 mm/melt, 

with 20% chrome-alumina slag to 4.4 mm/melt, and in the case of the ordinary brick to 8.1 

mm/melt. The tests showed the possibility of increasing the wear resistance of ladle linings made 

of experimental brick to 13 - 15 melts, as against 9. 3, when ordinary brick is used. 

 

 
 
 
V. V. Viktorov et. al. [31] expatiated that Statistical homogeneity of (CrxAI1-x) 2O3 solid solutions 

is investigated. It is shown, that there may be distinguished the region of statistical regularities and 

regions where prevail the clusters of two, three, and four chromic ions (III). The formation 

mechanism of solid solutions mentioned is proposed. The only thermodynamically equilibrium 

phase of the A12O3-Cr2O3 system above 1500Kin air is the continuous range of solid solutions 

(CrxAI1-x) 2O3, having a great significance in the production of ceramics, fireproofs, catalysts, and 

other materials. The synthesis of these solid solutions is performed either by means of fusion or 

by heating a chromic oxide (III) and aluminium oxide (III) mixture in the sub-solidus temperature 

range. The question of homogeneity of solid solutions in the Al2O3-Cr2O3 system has been 

discussed. The regularities of the chromium distribution in the lattice of (CrxAI1-x) 2O3 solid 

solutions have not been sufficiently investigated. It is considered the chromic ion distributions to 

be close to statistical in solutions with chromic concentration x ≤0.17.However, other authors 

discovered an abnormal content of two Cr3+ ion clusters in the solid solution lattice. One of the 

most effective methods to investigate the Cr3+ ion distributions in the lattice of(CrxAI1-x )2O3having 
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corundum structure, is the magneto-chemical analysis, i.e. the measurement of the statistical 

magnetic susceptibility X at different temperatures and chromium concentrations x. Thus in the 

structure of (CrxAI1-x) 2O3, solid solutions. The latter groups, as was mentioned above, present the 

elements of the crystalline Cr2O3 structure. During the formation of the (CrxAI1-x) 2O3structure the 

successive substitution of clusters consisting of two, three, and four Cr3+ ions takes place, which 

causes the successive transition from the properties of alumina to those of pure chromia. 

 
S. G. Yanga et. al. [32] investigated that Solid solution ceramics (Al2O3)x(Cr2O3) 1−x with different 

x in the range of 0 < x < 1 were synthesized via traditional ceramic production method. X ray 

diffraction results and Rietveld refinements indicated that all samples possessed rhomb-centered 

structure and continuous solid solutions were synthesized. The samples were composed of 

irregular grains with several micrometers in diameter. Temperature dependence of magnetization 

measurements showed monotonous decreasing Neel temperature with increasing x and percolation 

effect happened with threshold of x = 0.65. As x became higher, weak ferromagnetism was 

observed in the samples. Field dependence of magnetization measurements further confirmed the 

weak ferromagnetism in the samples with x = 0.7, 0.8 and 0.9. 

 
F. S. Stone et. al. [33] reported that magnetic susceptibilities (77-1000 K) and E.P.R spectra (100-

573 K) have been measured for α-Cr203 and ten corundum-phase solid solutions α-CrxAl2-xO3 with 

x varying from 0.002 to 1.6. The Racah parameter Bhas been obtained from optical reflectance 

spectra. Solutions dilute in chromium obey the Curie-Weiss law and effective magnetic moments 

decrease from μeff = 3.9, μB at x= 0.002 to μ eff= 3.5, μB at x= 0.18. Above x= 0.2 the susceptibility 

temperature variation reveals long-range antiferromagnetic interactions, which remain detectable 

up to 700 K. E.P.R spectra show that the ruby spectrum is replaced by the broad β-phase resonance 

in the range x= 0.02 to x= 0.20, and the variation of the β-phase line width with concentration 

(0.1<x<1.6) has a minimum at x = 0.8. These results and the change in the number of spins with 

temperature are correlated with the susceptibility and optical measurements. As x increases, 

exchange coupling is first felt as an influence of  pair-wise M-M interaction of Cr3+ ions, reducing 

the magnetic moment, but above x= 0.20 coupling of the M-O-M super exchange type becomes 

important and eventually dominates the magnetic behavior. When x reaches 1.6, the susceptibility 

is characteristic of an antiferromagnetic with TN= 300 K and properties are similar to those of α-

Cr2O3. When a Cr3+ ion is replaced by an A13+ ion (say, at M1), the exchange coupling within a 
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sub lattice as well as between the sub lattices suffers a severe disruption. Hence relatively few Al3+ 

ions will cause a breakdown of the complete anti ferromagnetic ordering. Under these 

circumstances the partner ions (M2) will behave in an almost paramagnetic fashion, and 

ferrimagnetism will be the result. 

 
P. N. Bobin et. al. [34] demonstrated that electro-melted chromium containing refractories are 

distinguished by the excellence of the physico-chemical processes of mineral formation which 

occur via a liquid phase. Smelting provides single-phase materials or materials which correspond 

in composition to solid solutions and eutectics. The structure-forming processes in the production 

of chromite-containing fused refractories are made difficult because the Cr2O3 and Fe2O3 are easily 

reduced in the electro-melting conditions and this makes it difficult to choose the optimal 

composition for the batch. This can be avoided by smelting the materials in a weakly oxidizing 

atmosphere in electric furnace with bare electrodes. The future prospects for the development of 

fused refractories of an oxide-spinel type have been demonstrated. Such refractories are highly 

resistant to silicate melts and acid slags. However, information on the mineral formation and the 

industrial properties of fused mixtures of chromite and alumina is very limited. 

 
N. B. Chatterjee et. al. [35] investigated on different types of bauxites and chromites to prepare 

chrome-alumina refractories. Raw materials mixed in suitable proportions to give 10-12 % Cr2O3 

in the product were calcined at 1600oC and then graded. Bricks formed under pressure and fired 

to 1600oC indicate promising results but high porosity. Lime addition (2-3)% in the mixes 

appreciably reduces porosity but slightly affects the refractoriness. Chrome-alumina refractories 

thus made possess desirable properties and their use in steel pouring ladles and regenerators of 

open hearth furnaces may be considered.Cr2O3 and Al2O3 form a continuous series of solid 

solutions of complete miscibility as reported by E.N. Bunting [10]. The effect of addition of alumina 

or calcined Indian bauxite to chrome bricks was studied by T.R.Lynam and W.J. Rees. They 

obtained high mechanical strength with increasing bauxite content. Addition of more than 50% 

bauxite lowered the resistance to slag attack. Thermal expansion and spalling tendency decreased 

when bauxite was added to chromite. 
 
H.S Tripathay et. al. [36] interpreted that highly dense alumina–chrome bodies with low porosity 

are usually used as corrosion and thermal resistant refractories. Alumina–chrome refractory with 
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molar ratio1:1 was developed using chemical grade hydrated alumina and chromium (III) oxide 

by conventional sintering route. Batch materials were attrition milled, isostatically pressed and 

sintered in the temperature range from 1000˚C to 1700˚C with 2h soaking at peak temperature. 

Phase development of the sintered materials with temperature was studied by X-ray diffraction. 

Sintering temperature, sintering condition and addition of sintering aid (TiO2) have immense effect 

on the densification of the alumina–chrome refractory. Highly dense alumina–chrome refractory 

with almost nil apparent porosity was developed at 1500˚C in reducing atmosphere. Flexural 

strength of the sintered materials at room temperature and at 1200˚C was also measured. 1wt% 

TiO2 gives the optimum result with respect to densification and flexural strength. Highly dense 

alumina–chrome refractories were developed by conventional sintering route. It is not possible to 

get dense sintered Al2O3–Cr2O3 body in air/oxidizing atmosphere due to the removal of Cr 

compound. Al2O3–Cr2O3 samples without TiO2 sintered in reducing condition, always exhibit 

higher bulk density than the samples sintered in air atmosphere. At 1600˚C, sintered body of 

Al2O3–Cr2O3 without TiO2 having almost nil apparent porosity is obtained in reducing atmosphere. 

Addition of TiO2 as sintering aid favours the densification by the formation of cation vacancy. 

TiO2 containing samples achieve highest density and almost nil apparent porosity at 1500˚C in 

reducing condition. Hot modulus of rupture at 1200˚C is almost same to the room temperature 

flexural strength. The TiO2 containing sintered Al2O3–Cr2O3 body shows more compact grains 

with bigger grain size. 1wt% TiO2 gives the optimum results with respect to densification and 

flexural strength of Al2O3–Cr2O3 ceramics. 

 
Wen Yan et. al. [37] investigated that the porous MgO–Al2O3 refractory aggregates containing 30–

92 wt% Al2O3 were prepared via an in-situ decomposition pore-forming route using magnesite and 

Al(OH)3 as starting raw  materials. The phase compositions, pore characteristics and mechanical 

strengths were characterised by means of X-ray diffractometer (XRD), scanning electron 

microscopy (SEM), and mercury porosimetry measurements, etc. The results showed that the 

Al2O3 contents in the porous refractory aggregates strongly affected the spinel formation, change 

of the neck bonds between the particles, pore structure (porosity, average pore size and pore size 

distributions), and then affected the strengths. The porous MgO–Al2O3 refractory aggregates of 

62–72 wt% Al2O3 showed the best combination of high apparent porosities of 42.1–44.2%, high 

compressive strengths of 51.1– 52.0 MPa, high flexural strengths of 17.7–18.6 MPa and small 
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average pore size of 10.81–12.07 μm. Thus Porous MgO–Al2O3 refractory aggregates with micro-

sized pore, high porosities and strengths were successfully fabricated using an in-situ 

decomposition pore-forming technique.  
 
Sunggi Baiket. al. [38] described that the effects of MgO on sintering and grain growth of alumina 

in the absence of any other impurities as well as in the presence of various amounts of CaO were 

investigated using ultrapure (>99.999 %) alumina and sintering at 1900°C for 1 h in a clean 

contamination-free condition. Critical concentrations of MgO required for the prevention of 

abnormal grain growth were linearly dependent on the CaO concentration. For a given 

concentration of CaO, at least the same amount of MgO has to be added to prevent abnormal grain 

growth. MgO addition alone to the ultrapure alumina enhanced both grain growth and densification 

kinetics during pressure less sintering. The beneficial effect of MgO doping could not be explained 

based on the solute drag (or pinning) model. It was more likely to be understood in terms of either 

a glass modification model or a solid-liquid interface modification model. 

 

Ritwik Sarkar et. al. [39] investigated that effect of addition of Cr2O3 up to 4 wt.% was studied on 

three different spinel compositions with MgO: Al2O3 molar ratios 2:1, 1:1and 1:2. Attritor mill 

was used to reduce the particle size of the starting materials and a single stage sintering technique 

was employed in the temperature range of 1550–1650oC for all the compositions. Final sintered 

products were then characterised in terms of densification and shrinkage studies, phase analysis, 

strength evaluation both at the ambient temperature and at 1300oC, strength retention capacity after 

different cycles of thermal shock at 1000oC, quantitative elemental analysis and microstructural 

studies Cr2O3 showed the greatest effect on densification for the alumina rich spinel at 1550oC. No 

Cr-bearing phase was observed in XRD for all the three spinel compositions. Cr2O3 was found to 

decrease the temperature of complete solid solubility of excess alumina in spinel for the alumina 

rich composition. Strength was not highly affected by the addition of lower percentages of Cr2O3 

but 4 wt.% of additive was found to be detrimental for all the compositions on sintering at 1650oC. 

Deleterious effect was much pronounced for the hot strength values and mainly for the magnesia 

rich composition.1 wt.% of Cr2O3 was found to be beneficial in restricting the strength degradation 

after thermal shock for quantitative elemental analysis by EDAX study shows that Cr2O3 was 

uniformly distributed throughout the grains and grain boundaries, which confirms the solid 

solubility of Cr2O3 in spinel. Cr2O3 was also found to be effective for the grain growth of all three 
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different spinel compositions at high temperature. The effect was much pronounced for the 

alumina rich composition. 

 

S. Maitra et. al. [40] discovered that precursor powder for zirconia–mullite composite was 

synthesized by co-precipitation in aqueous medium taking inorganic salts of aluminium, silicon 

and zirconium in requisite amounts. The powder was thoroughly characterized in terms of 

chemical composition, surface area, DTG behavior and FT–IR spectra. Role of two additives, 

namely, MgO and Cr2O3, on the densification of the compacted powder at different elevated 

temperatures ca. 1300–1500 _C was studied by the measurement of different physico-mechanical 

properties, such as bulk density, apparent porosity, specific gravity, compressive strength, bending 

strength and fracture toughness. Phase analysis by XRD technique and phase distribution by SEM 

technique was carried out to evaluate the microstructure of the sintered materials. Inorganic salts 

can be used to synthesize precursor powders of high surface area and very fine particle size with 

considerable surface activity by solution technique. MgO and Cr2O3 as additives play a positive 

role in the densification and proper microstructure development in the sintered ZrO2–mullite 

products. The batch containing only MgO as an additive showed a progressive and steady increase 

in bulk density and specific gravity. The batch containing both MgO and Cr2O3 as sintering aid 

contained more glassy phase compared to the batch containing only MgO as a sintering aid. 

Mechanical properties like compressive strength, flexural strength and fracture toughness of the 

batch containing both MgO and Cr2O3 was better than the others. Probably Cr+3 doped expanded 

mullite crystals containing better interlocking matrix with reinforcement from t and m- ZrO2, and 

MgO-containing liquid phase is a reason for this. All the batches contained mullite, corundum, 

cristobalite, tetragonal, monoclinic and cubic zirconia and some amount of glassy phase. The 

additives improved the microstructure, in terms of grain growth, phase distribution, strain 

development etc. 

 
Lei Zhang et. al. [41] investigate that vegard's law seldom holds true for most binary continuous 

solid solutions. When two components form a solid solution, the atom radii of component elements 

will change to satisfy the continuity requirement of electron density at the interface between 

component atom A and atom B so that the atom with larger electron density will expand and the 

atom with the smaller one will contract. If the expansion and contraction of the atomic radii of A 
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and B respectively are equal in magnitude, Vegard's law will hold true. However, the expansion 

and contraction of two component atoms are not equal in most situations. The magnitude of the 

variation will depend on the cohesive energy of corresponding element crystals. An empirical atom 

model of Vegard's law has been proposed to account for signs of deviations according to the 

electron density at Wigner–Seitz cell from Thomas–Fermi–Dirac–Cheng model. 

 

When two components form a solid solution, the atom volumes of component elements will change 

to satisfy the continuity requirement of electron density at the interface between component atom 

A and atom B. Here the equilibrium electron density ρP at the interface can be obtained by one so-

called empirical lever law as follows: 

(ρB - ρP) ₓ EB = (ρP - ρA) ₓ EA 

ρA and ρB are electron density of component atoms A and B, EA and EB are cohesive energy of 

components A and B. The empirical atom model of Vegard's law in this paper is just built on such 

an idea. 

 
 
 
2.2 Literature review on Al2O3-B2O3: 
 
T. R. Karpova et. al. [42] stated that the effect of chemical composition on the formation of the 

crystal structure and texture characteristics of the oxide system B2O3.Al2O3 obtained through 

impregnation of pseudoboehmite with the solutions of ortho-boric acid was studied. It was shown 

that the modification with boron oxide slows down the crystallization of aluminium oxide. 

According to the high-resolution TEM data, borate-containing aluminium oxides are composed of 

amorphous and crystalline primary particles. It was established that aluminium atoms in the 

samples occur in octahedral, tetrahedral and penta-co-ordination, while boron atoms occur in 

trigonal and tetrahedral co-ordinations; their relative content depends on chemical composition. 

The dependence of the specific surface of B2O3.Al2O3 system on its composition has an extreme 

character; the maximum is achieved with B2O3 content 5 mass %. According to the data of thermo-

gravimetry and X-ray phase analysis, the introduction of boron oxide into pseudoboehmite hinders 

crystallization of aluminium oxide from it during thermal treatment, while the introduction of the 

modifying agent in the amount of 15mass % and more promotes the formation of X-ray amorphous 
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material. In this situation, according to the data of HRTEM, the obtained X-ray amorphous borate-

containing aluminium oxides are composed of amorphous and crystalline primary particles. It was 

established that an increase in the concentration of B2O3 in the samples causes a decrease in the 

fraction of aluminium atoms in tetrahedral coordination and an increase in the fraction of penta-

co-ordinated aluminium atoms and boron atoms in the tetrahedral coordination. 

 
Hilkat Erkalfa et. al. [43] showed that Boron-containing alumina materials in the Al2O3-B2O3 

binary phase system have attracted special attention recently due to the stable, whisker-like 

crystalline compound aluminum borate (9Al2O3,2B2O3). Hence in this study, the effect of the 

addition of B2O3 up to 1.5 wt% on the sintering characteristics of α- Al2O3 has been investigated 

in the sintering temperature range of 1450-1650°C. The effect of B2O3 addition on the bulk density 

and porosity, on the mechanical properties and on the microstructure of α- Al2O3 have been 

elucidated. The formation and the stability of the aluminum borate phase was also investigated in 

the range of sintering temperatures studied. The spray-drying technique gives good results in the 

preparation of uniform-sized alumina granules from alumina slip having boric acid as the 

B2O3additive. The boric acid also acts as a binder both for the granulation and for the die-pressing 

process. The formation of the aluminum borate phase is found to be complete at 1000°C and the 

fibrous microstructure which is characteristic of this phase is developed between 1000 and 1100°C. 

The addition of B2O3 between 0.5 and 1.5 wt% to alumina results in a discontinuous grain growth 

in the sintered samples. The incompatible characteristics of the aluminum borate phase to those of 

the α-Al2O3, result in a porous microstructure which in turn reduces the strength of the sintered 

material. The porosity level can be controlled by the B2O3 addition levels. The porous structure 

and reasonable strength values make the material a potential candidate to be used as ceramic filters 

and for ceramic-metal composite performs. 

 
According to Foster et. al. [44] numerous investigations have been made of the thermal behavior 

of alumina-boric oxide mixture. In 1887 Mallard identified a compound believed to be 

3Al2O3.B2O3. Later work by Baumann and Moore and by Scholze indicated the formula to be 

9Al2O3.B2O3. Scholze reported an additional compound, 2Al2O3.B2O3. Alumina-boric oxide 

mixtures were prepared from high purity γ-alumina and crystalline boric oxide, or from the 

previously prepared boroaluminate compounds, 9Al2O3.B2O3 and 2Al2O3.B2O3. Samples were 

sealed in platinum tubes to eliminate volatilization losses, and to ensure a water-free environment. 
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They were held for 16-24 hrs, and occationally up to 120 hrs, in a platinum 60 rhodium 40 

resistance furnace. Temperature were read with a platinum, platinum 90-rhodium 10 thermocouple 

frequently calibrated against the melting points of gold (1063oC), dropsied (1391.5oC), and 

palladium (1555oC). The fired charges were quenched in air or mercury, and phases were identified 

with the polarizing microscope and the X- ray diffractometer.  

 
Siba E Ray et. al. [45] discovered that Aluminum borate, (9Al2O3, 2B2O3) or AI18B4O33, was 

synthesized by the reaction of stoichiometric amounts of α-Al2O3 and B2O3. The AI18B4O33 

material was formed into a dense ceramic by pressure less sintering with CaO, MgO, or CaAI2B2O7 

additives. The material was characterized by low bulk density, moderate coefficient of thermal 

expansion (3 x 10 -6/⁰C to 5 x 10 -6/⁰C), moderate strength (210 to 324 MPa), and low dielectric 

constant Aluminum borate, 9Al2O3,2B2O3 or  AI18B4O33 was synthesized from Al2O3 and  B2O3 

and fabricated into ceramic shapes for evaluation of properties. AI18B4O33 was hot-pressed 

to99.6% density, but cold-pressing and sintering without additives did not result in densification. 

However, the addition of liquid-forming additives (e.g., CaAI2B2O7, melting point1098°C; CaO, 

which likely forms CaAI2B2O7; and MgO) allowed densification by pressure less sintering. 

Densities of96% to 98% of theoretical were achieved. The material contains 86.8 wt% Al2O3 but 

has a density of α- Al2O3. The material has a moderate thermal expansion coefficient, only 3 x 10 
-6/⁰C to 5 x 10 -6/⁰C compared to 6 x 10 -6/⁰C to 8x 10 -6/⁰C for α- Al2O3. The sintered material is 

characterized by a fine-grained microstructure, with grainsizes of the order of 1 to 2 μm; the 

material has a moderate strength of 210 to 242 MPa, which is somewhat lower than α- Al2O3. The 

material melts at 1950⁰C, but the useful temperature is probably below 1500°C because of the 

reported loss of B2O3 at elevated temperatures. 

 
 
Ahmet Atasoy et. al. [46] stated that the effect of metallic aluminium powder on the production of 

boron carbide–alumina composite was studied. Boric acid, carbon and aluminium powders were 

mixed in stoichiometric ratio, ball milled and heat treated at temperatures between 1300⁰C and 

1650 °C for 1–5 hrs in the presence of argon flow. Depending on the ratio of boron oxide to carbon, 

the formation of boron carbide by the carbothermal reduction, was possible at a temperature of 

around 1500°C, but with the addition of metallic aluminium to the mixture of boric acid and 
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carbon, the carbide formation temperature was reduced at least 300 °C. At 1300 °C, B4C was the 

major phase with alumina in the reaction products. The liquid–solid reaction mechanism, which 

occurred during the aluminothermic process, had a specific influence on the formation of boron 

carbide. The reaction temperature is lower than the corresponding temperature needed for the 

carbothermic reduction of a boron oxide–carbon mixture. The production of boron carbide by 

aluminothermic reduction shows that the overall reduction would proceed through a number of 

steps involving the formation of subs boron oxides and the dehydration of boric acid, the melting 

of Al, the reduction of boron oxide by Al, and the formation of reaction products such as boron 

carbide and alumina. The results suggest that a faster reaction occurs when the aluminium is 

molten, and that the mixture undergoes better reduction than the conventional carbothermic 

reduction under the conditions investigated. 

 
Hui-xian Wei et. al. [47] showed that the effect of boric acid on the properties of high-alumina 

phosphate-bonded plastic refractory materials at medium temperature is investigated in this work. 

Powder X-ray diffraction (XRD), thermogravimetric analysis/differential thermal analysis 

(TG/DTA), and scanning electron microscopy (SEM) techniques are used to investigate the 

compositions and microstructures of the Al2O3–H3BO3 sintering products, in order to study the 

influence of the generated aluminum borate on the high aluminum refractories. Additionally, the 

effect of the addition of H3BO3 on the densification and mechanical strength of high-aluminum 

phosphate-bonded plastic refractories is studied by the permanent linear change, apparent porosity, 

cold compressive strength, flexural strength, and scanning electron microscopy pattern. The 

densification and mechanical strength of the refractories can be improved significantly by the 

optimal addition of H3BO3. However, excess H3BO3 will bring about a large amount of bound 

water into the refractories, and superabundant aluminum borate whiskers will be generated by the 

excess addition of H3BO3, both of them resulting in the reduction of the densification and 

mechanical strength of the refractory. In conclusion, the optimum dosages of H3BO3 in the powder 

system of high alumina phosphate-bonded plastic refractories are 5, 4, and 3 wt%, sintered at 700, 

900, and 1100 _C, respectively. Besides, the optimum dosage of boric acid in the high-alumina 

refractory materials was seen to depend on the operating temperature. In summary, the high-

alumina phosphate-bonded plastic refractory materials enhanced by H3BO3 at medium temperature 
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have achieved good results. And, the optimum dosage of boric acid in the high-alumina refractory 

materials should be adjusted depending on the operating temperature. 

 
Figure-2: Phase diagram of Al2O3- B2O3 

 
Maria F. Hernandez et. al. [48] investigated that the formation of aluminum borates (Al18B4O33 & 

Al4B2O9) from alumina and boron oxide occurs between 600 and 800 °C. These materials have 

refractory properties and corrosion resistance. The objective of this work is to develop materials 

from the Al2O3-B2O3 system, employing alumina and boric acid as starting powders, to study the 

critical processing variables and describe the developed microstructure and properties. Three 

formulations (13, 19.5 and 26 wt% B2O3) were studied. In order to confirm the formation of 

borates, the differential thermal analysis and thermogravimetric analysis were carried out. 

Afterwards, uniaxially pressed disc-shaped specimens were fired at four temperatures above the 

formation temperature. The textural properties of the ceramics were evaluated by the immersion 

method, this permit to evaluate the sintering processes. Then the degree of borate formation was 

confirmed by X-ray diffraction. Finally, the developed microstructures were characterized by 

scanning electron microscopy, and the diametric compression behavior was evaluated. A series of 

porous (≈50%) refractory materials from the Al2O3-B2O3 system were developed. The processing 

strategy resulted in materials with Al18B4O33 as the main crystalline phase. Needle grains with 

diameters between 0.2 and 1 μm and an aspect ratio over 20:1 were obtained. Thus, based on the 

information gathered from their research, aluminum borate ceramic materials can be designed for 

structural, insulating or filtering applications employing only alumina and boric acid as boron 

oxide source. 

 
M. Rendtorffet. al. [49] compared the complex mechanical behavior of two complex   ceramics 

material formed within the reaction sintering framework. Two comparable pairs of materials with 
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respectively similar microstructures were obtained by reaction sintering from boric acid and 

alumina. Two single phase porous ceramics were compared with two composite (1:1) porous 

ceramic. The first and second phases were aluminum borate needles (Al18B4O33) and alumina 

(Al2O3). The four with comparable grain size and analogous apparent porosities: in diameter (≈0.7 

μm) and in volume fraction (≈45%). The mechanical behavior was studied by means of the 

diametral compression test at low displacement rate and explained in terms of the texture, 

microstructure features evaluated by mercury intrusion porosimetry and scanning electron 

microscopy. Single Al18B4O33 phase porous materials presented higher mechanical strengths than 

the composite materials. Within the respective microstructural configurations the whisker 

thickness did not affect significantly the mechanical behavior and parameters. A well-defined 

fragile behavior was observed and described in the composite material. On the other hand the 

single Al18B4O33 needle porous material presented a distinctive behavior with local discontinuities 

without loss of integrity in the diametral stress behavior, and achieved strength up to 50% higher 

than the corresponding composite. 

 

 
 
Yan Li et. al. [50] showed that Single crystal aluminum borate, including Al18B4O33 and Al4B2O9, 

nanowires and nanotubes have been synthesized on sapphire substrates covered by NiB powder, 

Pt powder and Al films. For NiB powder covered sapphire substrates, Al18B4O33 nanowires and 

nanotubes are formed by heating the substrates at 1100◦C under Ar gas flow. For Pt powder 

covered sapphire substrates, Al18B4O33 nanowires and nanotubes are produced by a chemical vapor 

deposition (CVD) method using boron tri-iodide and boric acid (BI3/H3BO3) vapor with Ar gas as 

precursor at1000◦C. The nanowires are several micrometers long with diameters ranging from 50 

to 200 nm, while the diameters of the nanotubes are usually larger than 200 nm. For Al film 

covered sapphire substrates, Al4B2O9 nanowires and nanotubes are synthesized by the CVD 

method using boron tri-iodide (BI3) vapor with Ar gas as precursor at 750–850 ◦C. The size of the 

nanostructures can be manipulated by the growth time, the growth temperature, the BI3vapor 

concentration, and the Al film thickness. The nanostructure diameter and length can be varied in 

the range of 10–500 nm and 300 nm–2 μm, respectively. All the nanostructures have been 

characterized by scanning electron microscope (SEM), X-ray diffraction (XRD), transmission 

electron microscope (TEM), selected area electron diffraction (SAD), electron energy-loss 
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spectrometry (EELS) and X-ray energy-dispersive spectrometry (XEDS). The growth mechanism 

of the aluminum borate nanowires and nanotubes is discussed. 

 

Chun Cheng et. al. [51] showed that Single-crystal aluminum borate nanowires (Al18B4O33) with 

uniform diameter distribution were synthesized by a chemical reaction of alumina with boron 

monoxide in the presence of a support catalyst. Three comparative experiments were carried out 

and demonstrated the detailed crystal growth process of the nanowires. It is found that two factors, 

the isolated reaction area with nanometer scale and abundant local reactants at an appropriate 

reaction temperature, play important roles in determining the diameter, length and yield of the 

nanowires. The growth mechanism was also prepared. The addition of boron is believed to increase 

the concentration of reacting boron-containing vapor during the experiments as a result of the 

following chemical reactions taking place at the reaction temperature: 

 2B2O3+2B=3B2O2 

 B2O2 vapor reacted with the Al2O3 and yielded more aluminum borate nanowires with perfect 

morphology because the superfluous boron monoxide gas was transported away by argon from the 

reaction area. 

 

J. Zhang et. al. [52] reported that single-crystal and uniform aluminum borate (Al4B2O9) coated 

aluminum oxide nanowires have been synthesized in high purity and in large yield via a reaction 

of metal aluminum with boron oxide in the presence of carbon nanotubes (CNTs). The aluminum 

oxide nanowires exhibit a well-crystallized one-dimensional structure with diameters ranging from 

50 to 70 nm, and the Al4B2O9 have a coating thickness of about 1–5 nm. CNTs play a crucial role 

in the formation of the important ceramic nanowires, by providing a platform to grow the 

composite structure. The growth mechanism was proposed by the detailed microscopy 

observations. 

The following reaction starts when heating B2O3 and Al at a high 

Temperature: 

2Al (l) + B2O3 (l) → Al2O (g) + B2O2 (g)               (1) 

 

The generated Al2O vapors transfer and deposit onto the surfaces of CNTs to form Al2O3 lumps, 

or form Al2O3 nanowires along with CNTs, according to the process 
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3Al2O (g) → Al2O3 (s) + 4Al (l)                              (2) 

 

Once the nanowires are formed, this trend might be maintained and Al2O3nanowires would grow 

continuously along the initially formed crystal directions. Simultaneously, the vapor B2O2reacts 

with Al2O or Al2O3to form Al4B2O9crystal. At the same time, B2O2 gas can also be supplied by 

the chemical reaction  

B2O3 (l) +C (nanotubes) → B2O2 (g) + CO (g)       (3) 

 

Therefore, the existence of CNTs avoids the formation of the glassy B2O3 in the product due to the 

decomposition of B2O2to B2O3 at low temperature according to the reaction 

 

3 B2O2 (g) → B2O3 (glass) + 2B (s)                       (4) 

B2O2gas can escape and react with Al or its oxides, forming Al4B2O9coating at the surface of the 

as-grown Al2O3. 

 
 
S.A. El-Hakam et. al. [53] investigated that a series of aluminum borate alumina catalysts of 

different composition was prepared with the co precipitation method. The structural and phase 

changes were studied by thermal analysis, X-ray diffraction (XRD) and FT-IR techniques. 

Thermal treatment of solid aluminum borates–alumina led to the formation of different phases 

namely, γ-Al2O3, α-Al2O3, 2Al2O3.B2O3 and 9 Al2O3-2B2O3, where the formation of the latter two 

phases was observed in the temperature range of 840–900⁰C. The surface acidities were 

determined using the spectrophotometric method. Cracking of ethylbenzene and dehydration 

(DHD) of isopropanol and ethanol were investigated on the calcined catalyst using the pulse micro 

catalytic technique. The boron contents and the calcinations temperature are important factors in 

determining the structural properties and catalytic activities of these catalysts. The results also 

indicated that the surface acidities were found to increase with increasing boron contents of the 

samples and decreased with the calcination temperatures. Therefore, the catalytic activities of the 

investigated catalysts were found to be structurally sensitive. 
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R. K. Gupta et. al. [54] have discovered that nanostructured aluminum borate was synthesized 

using sol–gel technique. X-ray diffraction study revealed that the synthesized aluminum borate 

was single crystal. These nano rods have very uniform diameter. High resolution transmission 

electron microscope images indicate that aluminum borate is well crystallized. The alternating 

current (AC) conductivity of the aluminum borate was studied as a function of temperature and 

frequency. The AC conductivity mechanism of the aluminum borate was found to be proportional 

to ωs. The exponents is almost independent with temperature. This suggests that AC conductivity 

mechanism of the aluminum borate can be interpreted by localized hopping model. Nanostructured 

aluminum borate was synthesized using sol–gel method. The results indicate that the synthesized 

aluminum borate is phase pure. The nanowires have lengths of several nanometers and diameters 

ranging from 15 to 20 nm. The AC conductivity was found to depend both on frequency and 

temperature. The value of the frequency exponent and its temperature dependence confirmed the 

localized hopping conduction mechanism. 

 
 
Ana Paula Luz et. al. [55] described that this work addresses the optimization of alumina-based 

castables designed for petrochemical applications by adding an additive able to speed up the 

samples’ densification at lower temperatures. Hot elastic modulus, thermal shock, hot modulus of 

rupture, and erosion resistance measurements were carried out to evaluate these castables. The E 

profiles confirmed the transient feature of the generated liquid phase, as it was crystallized 

throughout subsequent heating cycles. Thermal fatigue effect was also observed for the 

compositions with higher boron content. Nevertheless, the boron-containing castables showed 

outstanding properties, which could be attained only with using suitable amounts of this 

engineered additive. According to the results presented in this work, the addition of a boron-based 

sintering additive can lead to a remarkable improvement of the high-alumina refractory castables 

properties (i.e., hot mechanical strength, erosion, and thermal shock resistance) mainly at 800°C.It 

must be highlighted that although a liquid is formed at high temperatures in the boron-containing 

refractories, this phase will react with the castable components (mainly the calcium aluminate 

cement and reactive alumina of the matrix portion) giving rise to aluminum borates (A2B, 

A9B2)and a ternary compound (CAB). Hence, it was concluded that the liquid phase presented a 

transient feature, as it was consumed with subsequent thermal treatments. Furthermore, the 

presence of a great amount of those new boron-containing phases (A2B, A9B2 and CAB) led to a 
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decrease in the castables’ stiffness due to a thermal fatigue effect (related to the thermal expansion 

mismatch of the formed phases and the castable original components). 

 

 

M.F. Hernández et. al. [56] investigated that dense aluminum borate (Al18B4O33) materials were 

processed by simple milling-sintering of aluminum borate powders obtained by reacting calcined 

alumina and fine boric acid at temperatures of around 600- 800ºC. The effect of milling on the 

grain size and sintering behavior of the aluminum borate powders was also determined. Sintering 

began at around 1000°C and was limited by the thermal decomposition (T> 1300 °C) of the borate 

in to alumina and boron oxide, which volatilize at this temperature. Sub angular and medium 

spherical sintered grain microstructures were developed. A hardness of 6 GPa and bulk density 

below 2.5 g/cm3 were achieved. The results are accomplished encouraging for the structural 

applications of borate materials. The attrition milling was demonstrated to be adequate for milling 

the initially whisker shape borate powder. An almost complete loss of the whisker-shaped was 

achieved after 180 min grinding. All the analyses of this system encourage the structural 

application of borate materials sintered at up to 1300 ºC. The results also reveal important 

information on the thermal behavior of the Al2O3-B2O3 system that is being proposed as a setting 

(bonding) phase at intermediate temperatures (800-1200 ⁰C) of high alumina and/or spinel 

refractory castables. 

 
Andre R. Studart et. al. [57] demonstrated that macro porous ceramics with pore sizes from 400 

nm to 4 mm and porosity within the range 20%–97% have been produced for a number of well-

established and emerging applications, such as molten metal filtration, catalysis, refractory 

insulation, and hot gas filtration. These applications take advantage of the unique properties 

achieved through the incorporation of macro-pores into solid ceramics. In this article, we review 

the main processing routes that can be used for the fabrication of macro-porous ceramics with 

tailored microstructure and chemical composition. Emphasis is given to versatile and simple 

approaches that allow one to control the micro-structural features that ultimately determine the 

properties of the macro-porous material. Replica, sacrificial template, and direct foaming 

techniques are described and compared in terms of microstructures and mechanical properties that 

can be achieved. Finally, directions to future investigations on the processing of macro-porous 
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ceramics are proposed. Highly oriented open pores ranging from 10 to 300 mm can be produced 

with this method at porosities between 25% and 95%. The most important processing step in this 

route is the conversion of the wood-derived carbon perform into a ceramic phase. Predominantly 

open pores of various different morphologies can be produced with this method. 

 
 
 
Hanna Luhrs et. al. [58] showed that A series of boron doped mullites (B-mullite) was prepared 

from single-phase gels with initial compositions based on a 1:1 isomorphous substitution of Si by 

B, starting from a 3:2 mullite composition (Al4.5Si1.5O9.75). A high amount of boron (>10 mol.%) 

can be incorporated into the crystal structure of mullite where it most likely replaces Si. In situ 

phase formation of B-mullites was studied with high temperature X-ray diffraction and thermal 

analysis. A decrease of the formation temperature for B-mullite with increasing boron content was 

observed. With increasing boron content lattice parameters b and c significantly decrease, while 

no systematic evolution is observed. Long annealing at 1400⁰C results in decomposition of B-

mullite to boron free mullite and a-alumina. At 800⁰C B-mullite appears to be stable over a period 

of at least 12 days. The mean thermal expansion coefficient was reduced by 15% upon 

incorporation of boron which makes the material technologically interesting.  
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3. PLAN OF THE WORK 
 
 
Calcined alumina was used as the principle raw material. Chromium oxide and boron tri-oxide was 

used as sintered aid for the densification of alumina. 

 

                      For the densification of the alumina presence of chromium oxide and boron oxide, 

different amount of the additive oxides was chosen. For the uniform and homogeneous mixing 

each batch was thoroughly mixed in presence of alumina ball. For getting green strength, green 

binder was used before granulation of the powder binder mixtures. For uniform green density, the 

binder powder mix was granulated followed by uniaxial pressing. Effect of firing temperature was 

evaluated by sintering the pressed body at different temperature with 2hs.  

                     The densification was evaluated by measuring linear shrinkage, bulk density, and 

apparent porosity. The crystalline phase was evaluated by powder X-ray diffraction study. To 

access the chemical corrosion resistance property, the slag corrosion test was performed on the 

sintered body. To get the idea about the morphology, size of different phases including pores, 

scanning electron microstructural study was done on the chemically etched fractured surface. To 

identify different phase with their chemical composites, EDX analysis was also performed. 
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4. Experimental work 
 
 

Stage 1: Preparation of Alumina-Chrome refractory  

We have prepared five batches of mixture of alumina (Al₂O₃) and chromia (Cr₂O₃) by changing 

the amount of chromia content. Total amount of mixture in each batch is 100 gm. The detail of 

batch composition and batch code is displayed in table 1. 

Table 1: Batch composition of raw materials 
  

Sl. 
No. 

Batch no. Al₂O₃ 
(wt.%) 

Al₂O₃ (mol%) Cr₂O₃ 
(wt.%) 

Cr₂O₃ (mol%) 

1. Cr0 100 100 0 0 
2. Cr3 97 97.97 3 2.029 
3. Cr5 95 96.59 5 3.41 
4. Cr7 93 95.19 7 4.81 
5. Cr10 90 93.05 10 6.94 
 

Stage 2: Preparation of Alumina-Boron trioxide: 

We have prepared four batches of mixture of alumina (Al₂O₃) and boron trioxide (B₂O₃) by 

changing the amount of boron trioxide content. Total amount of mixture in each batch is 80 gm. 

The detail of batch composition and batch code is displayed in table 2. 

Table 2: Batch composition of raw materials 

  

Sl. 
No. 

Batch no. Al₂O₃ (wt.%) B₂O₃ (wt.%) H₃BO₃ (wt.%) 

1. AlB25 79.8 0.2 0.359 
2. AlB50 79.6 0.4 0.71 
3. AlB75 79.4 0.6 1.069 
4. AlB100 79.2 0.8 1.42 
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4.1. Procedure: 

Stage 1: The Cr2O3 content differ in every batch starting from 0 wt% in the 1st batch to the 10 wt% 

in the 5th batch. 

Calcined alumina (HGRM-30) and chromia (Cr2O3) are mixed for 45 min in a plastic jar by hand. 

The plastic jars are jerked continuously and equally so the mixing should be a homogeneous. After 

that PVA (5%) is mixed with the samples for binding purpose for 20 min. The mixture should be 

passed to 30 mesh for 3 times so that a granulation should be proper. The batch is taken in a 

cylindrical mould of 20 millimeter and 12 millimeter diameter & pressed at 1200 kg/cm2 for 1 min 

using hydraulic press after that the pellets are again sent into the dryer for 24 hrs. After overnight 

drying, the pressed sampled are sintered at the temperature of 1600°C & 1650°C maintaining 

oxidizing atmosphere. Reducing atmosphere has been maintained for same sample at 1600°C.  

The firing schedule of sintering being programmed in furnaces are as follows: 

            

Room Temp.  1000oC(10 min for soaking) 1600oC (2 hrs for soaking)           

The temperature is raised from room temperature to 1000°C at the rate of 8°C/min. The soaking 

time at 1000°C is 10 min.  

Again the temperature is raised to the respective optimum temperature (1600°C / 1650°C) at the 

rate of 3°C/min and the final soaking time at reached temperature is given for 2 hours.  

 

Stage 2: For B2O3 the experimental processes are same and rate also same but the firing has been 

done only at oxidizing atmosphere. The heating schedule also same for sintering but different only 

for slag corrosion test due to porous microstructure of B2O3 and high porosity of Cr2O3.  

The firing schedule of sintering for slag corrosion test:  

 

1450oC (1 hrs for soaking) Room Temp. 1000oC (10 min for soaking)   

Sintered samples are placed into electrically heated dryer for further characterization.         
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4.2 Process flow chart: 

 

 

Alumina (Al2O3) 

 

Cr2O3/B2O3 

 

Mixing of calcined alumina 
(HGRM) & Cr2O3 (45 min) 

 

Mixing with PVA (5%) for 20 
mins 

 

          Drying at 110°C overnight 

Sintering at oxidizing & reducing 
atmosphere (1550-1650°C) 

 

          Pressing (1200kg/cm2) 

Granulation (30 mesh, 3times) 

AP/BD Shrinkage XRD SEM Corrosion 
test 
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4.3 Tests: 

Finally, the samples undergo different characterization as follows: 

4.3.1 Percentage of linear shrinkage(%) 

The diameter of the samples was measured before firing (a) and after firing (b). Then it is 

calculated by 

 (𝒃−𝒂)
𝒂

ₓ100 

Where a = Diameter before firing, b = Diameter after firing  

 It is calculated in percentage. 

4.3.2 Apparent Porosity (AP) 

Apparent porosity is defined as the ratio of the volume of the open pores to the bulk volume of the 

material. It is expressed as a percentage. 

The test specimen having a diameter 20mm are taken. Then, such test pieces are tied with a thread 

and is thereby hanged from the test rod. Such a Glass rod containing the test specimen is placed 

inside the beaker containing water such that the test specimen suspended in water so that any part 

of it should not be touched with the walls or bottom of the beaker. 

The whole assembled beaker is placed n heater and water at 110oC for 2hrs. So that the open pores 

in the piece are filled up with the water quickly. Then, the samples are placed in cold water for a 

few minutes to get it cooled and then, the test pieces are tied with a wire which hangs from the 

knot of the weight to get it cooled and then, the test piece is tied with a wire which hangs from the 

knot of the wight balance such that the test piece should remain completely immersed in the water 

in the beaker. 

Thus dry weight (D), suspended weight (S) and soaked weight (W) is calculated for the test 

specimen. Dry weight (D) should be calculated by drying the test specimen for 24Hrs. in an air 

oven. 
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Suspended weight (S) and soaked weight (W) is calculated. The apparent porosity (AP) is then 

calculated by the following equation. 

A.P.= 𝑾−𝑫
𝑾−𝑺

*100 

4.3.3 Bulk density 

Bul density is a property of powders, granules, and other “divided” solids, especially used in 

reference to mineral component (soil, gravel), chemical substances, (pharmaceutical) ingredients, 

foodstuff, or any other or particular matter. It is defined as the mass of many particles of the 

material divided by the total volume they occupy. The total volume includes particle volume, inter-

particle void volume, and internal pore volume. 

This method of determining bulk density is preferable for specimens which are branded deeply or 

are irregular in contour. It is more than the direct measurement method. 

The dry weight (D), suspended weight (S) and soaked weight (W) is calculated for the test 

specimen. Dry weight (D) should be calculated by drying the specimen for 24hrs in an air oven. 

Suspended weight (S) and soaked weight Weight (W) are calculated by evacuation method. Bulk 

density is calculated in gm/cm3. The bulk density is given by the formula. 

BD= 𝑫
𝑾−𝑺

 

4.3.4 X-ray Diffraction (XRD) analysis 

A scattering of X-ray by the atom of a crystal that produces an interference effect so the diffraction 
pattern gives information on the structure of the crystal or the identity of a crystalline substance. 

The objective of Xrd is to know the composition of a crystalline object, which helps to determine 
different properties of that substance. 

Selected sample was crushed into an iron mortar and pestle, passed through 30 mesh B.S. 
demagnetized and finely ground (much below 200 mesh) in a gate. 

The nearly 5gm sample is required. 

Bragg’s law is employed. 
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The instrument uses Ni-filtered Cu Ka radiation with a scanning rate of 2o per minute. The data 
had to be either compared using monographs already collected or using software crystalline phases 
are detected. 

They were finally plotted neatly using ORIGIN software. 

4.3.5 Scanning Electron Microscopy (SEM) 

. A scanning electron microscope (SEM) is a type of electron microscope that produces an image 

of a sample by scanning it with a focused beam of electrons. The electrons with atoms in the 

sample, producing various signals that contain information about the samples surface topography 

and composition. 

Samples were first broken into a thin plate. 

Then samples were chemically etched. Chemical etching was done by treating the factured surface 

of the sample with 40% HF for 1 min. Then the surface was washed by 1:1 rectified spiritand 

distilled water in ultrasonic cleaner for 8 mins. After that the samples were dried at 110oC for 2 

hrs. 

Sample tester firstly coated the sample with the platinum nanoparticle to make the surface 

conductive. Then  SEM pictures were taken and grain composition was found out by EDXA 

 

4.3.6 Slag Corrosion Test of Refractories  

Slag attack is particularly important. The structural strength of the refractory may be critically 

reduced by the solvent action of liquid slags. The slag attack on the refractories in contact may be 

in two ways: Corrosion - It is the wear and tear of refractories caused by a static chemical attack 

of slag.  

Erosion - It is wear caused by mechanical action i.e. the process of breaking and washing away of 

refractory materials by molten slag. 

Firstly, we have prepared cylindrically shaped specimens having a diameter 20mm. Then we 

make 5mmhole at the center and Depth around 2/3rd of specimens. Fired the sample according to 

the schedule. 
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 The temperature is raised from room temperature to 1000°C at the rate of 8°C/min. the soaking 

time at 1000°C is 10 min.  

Again, the temperature is raised to the respective optimum temperature at the rate of 5°C/min 

and the final soaking time at reached temperature is given for 1 hours.  

 

Now, the fired samples are half filled with BF slag and fired at 1450oC for 1Hrs. The corroded 

samples are cut into two pieces by the help of cutting machine.  

The depth of the penetration of the samples is observed and measured by a vernier scale. 
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5. RESULT AND DISCUSSION 

 

Table-3: physico-chemical characteristics of raw materials in weight % 

 

 

 

 

Densification of the sintered body can be evaluated by measuring diametral shrinkage of the 

samples after firing from green stage, bulk density and apparent porosity . Here in case of Al2O3-

Cr2O3 system, sintering was done separately in oxidising and reducing atmosphere.  

 
Fig-3 & 4 shows the dimetral shrinkage (%) as function of Cr2O3 content sintered at oxidising 

condition at 1600˚C & 1650˚C for two hours. The percentage shrinkage of sample sintered was 

reduced with the increasing content of Cr2O3. Smaples fired at 1650˚C for two hours showed higher 

shrinkage wuth respect to the samples fired at 1600C for two hours. 

 

 

                                                         

Raw 
Material MgO Al2O3 Cr2O3 B2O3 Na2O SiO2 CaO TiO2 Fe2O3 

Specific 
Gravity 

XRD 
(main 

crystalline 
phase) 

Chromium 
Oxide(Loba 
Chemie pvt. 

Ltd. 

- - 99.08 - - - - - 0.02 5.22 Eskolaite 

Calcined 
Alumina Trace 99.5 - - 0.35 0.04 Trace - 0.06 3.95 α-Al2O3 

Boric acid 
powder     - - - 99.5 - - - - - 1.44 - 
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                   Fig-3                                                                        Fig-4 

 

 

                                                                    Fig-5 
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Fig-5 displays the bulk density (B.D.)of sintered body as function of Cr2O3 content when sintered 

at 1600˚C in oxidizing atmosphere. Here best B.D was observed with 3 weight % Cr2O3 content 

Alumina and then B.D was decreased with increasing Cr2O3 content. 

.
 

 
                                                            Fig-6 

 

Fig-6 reports that the apparent porosity(A.P) versus Cr2O3 content graph showed the same values 

for without & 3 wt% Cr2O3 samples, but the B.D of 3wt% is high due to the higher specific gravity 

of Cr2O3 (5.22) as compared to Alumina (3.96).  

 The difficulty of sintering in oxidising condition is confirmed by the reduction in B.D with higher 

percentage of Cr2O3. The characteristics white colour of Alumina turned into pink.  
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This colour is characteristic of the solid solution formation in which Cr3+ ions are occupying part 

of the octahedral interstitial sites of Al3+ in the approximate haxagional closed packed 

structure[6]. 

The low B.D of the sintered samples with high Cr2O3 oxide content may be decrease due to the 

ion of Cr3+ which would occur by reaction:  

Cr2O3 (s) + 3
2
O2 = 2CrO3 (g) 

Chromium ions are consistent with the large primary particle size suggesting ion of chromoum by 

volatilization is faster than solid solution.[8] Fig-7 shows A.P decrease with increasing Cr2O3 

content in reducing atmosphere. 

 

 

 

 

 

 

 

 

 

 

 

                                                        Fig-7 
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                                                                   Fig-8 

If the sintering atmosphere is reducing then the value of B.D was increased with the Cr2O3 content 

in the samples . Due to the reducing condition volatilization of chromium as CrO3 was reduced 

led to the high value  of B.D . According fig-8 highest B.D 2.806 g/cc was observed 10wt%  Cr2O3 

content body. 

 

In the powder X-Ray diffraction (10wt% Cr2O3) study of the Al2O3- Cr2O3 batch shown in fig-9 , 

corrundum is the only crystalline phase in the sintered body in oxidizing atmosphere. A small peak 

of chromium was identified in the sample in reducing condition. AlB denotes Al2O3-B2O3 with 

1wt% B2O3, Cr-R denotes Al2O3-Cr2O3 system with 10 wt % Cr2O3 in reducing atmosphere and 
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Cr-O denotes Al2O3-Cr2O3 system with 10 wt % Cr2O3 in oxidizing atmosphere. In XRD figure 

Cd = Corrundum & Cr = Chromium. 

                  Fig-9: Powder XRD of Cr-O, Cr-R & AlB sintered at 1600OC 

Microstructure can explain the various characteristics of the sintered body which include: 

 

a) Identification of different phase including pores  

b) relative amount & distribution of different phases  

c) morphology of different phases 
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              Figure-10: SEM image of Cr0 sintered at 1600oC/2hrs in Oxidizing atmosphere. 

Fig-10 shows the secondary electron image of chemically etched fractured surface of Cr-O sample 

sintered at 1600oC/2hrs. Plate like hexagonal crystals of corrundum are observed. 

 The microstructure is porous. In presence of Cr2O3 (10wt%) the grain size of corrundum was 

increased (fig-11).  

 

 

      

 

 

 

                  Figure-11: SEM image of Cr10 sintered at 1600oC in oxidizing atmosphere. 

Exagerrated grain growth of corrundum grains are observed. Difficulty of sintering in oxidizing 

condition is observed. The same magnifications are displayed in both pictures. 

The microstructure was changed when the sample was sintered in reducing condition.  
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    Figure-12: SEM image of Cr10 sintered at 1600oC/2hrs in reducing atmosphere 

Fig-12 shows the secondary image of Cr-10 sample sintered at 1600oC/2hrs in reducing 

atmosphere. The microstructure is porous. 

The corrundum grains are irregular shaped. White spots are observed may be the Cr2O3. The grain 

sizes varies from 2 µm to several micrometres.  

 

For the densification study, another oxide B2O3 was used varing 0.25 – 1.0 wt% with calcined 
alumina. Sintering temperature selected are 1550oC and 1600oC for 2hrs.  

 

 It was proposed that two stage reactions are there for formation of Al18B4O33 phase. No reaction 

took place between B2O3 & Al2O3 below 800oC. Between 800oC & 900oC formation of 2Al2O3. 

B2O3 was formed which above 900oC reacted gradually with excess alumina to form the Al18B4O33 

phase. 
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                   Fig-13                                                                               Fig-14 

 

 

Fig-13 & 14 shows the effect of B2O3 of the bulk density of corrundum samples after sintering at 

1550oC & 1600oC /2hrs. In both temperatures the B.D. decreased with increase in B2O3 content. 

Addition of B2O3 to alumina has pronounced effect in lowering B.D. which in term results in 

porous microstructures[43].  

 

These results can be explained by the formation of aluminium borate phase which has chemical & 

physical properties in compatible to that of α-Al2O3 matrix. This are the lack of solid solubility 

between the two phases. Low theoritical densities (2.93 gm/cc) of aluminium borate phase results 

in volume expansion during its formation. 
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             Fig-15                                                            Fig-16 

 

Fig 15 & 16 indicate that the effect of B2O3 content on the apparent porosity of Al2O3 B2O3 samples 

sintered at 1550oC & 1600oC / 2hrs. Apparent porosity reduced due to the increase in temperature 

from 1550oC to 1600oC which is also reflected in B.D.  But with increasing in B2O3 content A.P. 

was increased which is 37.35% without any B2O3 to 40.58% with 1.00 wt% B2O3.  

 

 

 

 



60 
 

 

                              Figure-17: SEM image of AlB100 sintered at 1600oC 

 

 

Fig-17 showed that the secondary electron image of 1.00 wt% of B2O3- Al2O3 sample sintered at 

1600oC/2hrs. The pure alumina or stated above, gives small & uniform plate like grained 

microstructure. In presence of 1.00 wt% B2O3 , the alumina grains lose their sharp definition & a 

discontinuous grain growth is observed within the microstructure. This addition level, which 

corresponds to the presence of ~ 7 wt% of aluminium borate phase within the matrix, gives rise to 

a porous microstructure due to volume expansion of these phase during its formation. 
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Fig-18:Corroded of Cr10(O)sintered at1450oC   Fig-19: Corroded of Cr10(R) 

 

 

 

 

 

 

                              

 

 

                                     Fig-20: Corrosion of Cr0 sintered at 1450oC 
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Slag corrosion test was done with the Cr2O3-Al2O3 samples. Fig-18,19 & 20 shows the corrosion 

after test. The slag was penetrated into the sample due to the high porosity. The alumina without 

Cr2O3 shows the highest corrosion. 
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6. SUMMARY 

STAGE I: 

1. When the Cr2O3 is added, the sinterability of Al2O3 decreased markedly due either to the 

evaporation of the Cr-containing species or to the change in the sintering mechanism. 

2. The low density of some sintered compacts prepared, may be due to loss chromium, which 

could occur by the reaction  

Cr2O3 (s) + 3
2
O2 = 2CrO3 (g) 

3. Chromium loss is consistent with the large primary particle size, suggesting that loss of 

chromium by volatilization is faster than solid solution formation. 

4. Properties of Al2O3-Cr2O3 solid solutions strongly depend on their crystal structure. It is 

well known that Al2O3-Cr2O3 solid solutions have a crystal structure similar to that of 

corundum.  

5. Later, it had been tried to maintain reducing atmosphere to get low apparent porosity by 

reducing volatilization of Cr3+ and A.P had been decreased compared to oxidizing 

atmosphere. 

6. With the increase of Cr2O3 content, the slag corrosion rate of Al2O3-Cr2O3 material 

decreased, which indicated that the Cr2O3 content played a decisive role in the slag 

resistance of Al2O3-Cr2O3 material. 

7. In this compound, the oxygen ions form an approximately hexagonal close-packed 

structure, with Al3+ filling two-thirds of the octahedral interstices and each Al3+ and Cr3+ 

center filling an octahedral. However, the effect of the Cr2O3 content on the crystal 

structure of Al2O3-Cr2O3 solid solutions remains a matter of debate.  

 

 

STAGE  II: 

1. The boric acid also acts as a binder both for the granulation. The formation of the 

aluminum borate phase is found to be complete at 1000°C and the fibrous 

microstructure which is characteristic of this phase is developed between 1000oC and 
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1100°C. The addition of B2O3 between 0.25 and 1wt% to alumina results in a 

discontinuous grain growth in the sintered samples. 

2.  The incompatible characteristics of the aluminum borate phase to those of the α-Al2O3, 

result in a porous microstructure which in turn reduces the strength of the sintered 

material. The porosity level can be controlled by the B2O3 addition levels.  

3. The porous structure and reasonable strength values make the material a potential 

candidate to be used as ceramic filters and for ceramic-metal composite performs. 
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1. Introduction 

Sillimanite, Andalusite and Kyanite complies the anhydride aluminium silicate polymorphs, 

commonly known as the Sillimanite group of minerals. Such minerals have the same 

composition (Al2O3.SiO2) and transform into mullite and silica at temperature between 1300-

1600℃ depending on the polymorphic form, particle size and level of impurity. These raw 

materials are consumed primarily in refractory industry due to their transformation to mullite at 

high temperature. The mullite phase shows high hot strength with good resistance to chemical 

corrosion & physical erosion. [1] 
Sillimanite group of minerals decompose to mullite and silica during thermal 

decomposition. These minerals show various characteristics of thermal expansion in which 

kyanite has the highest value. The nature of the silica that is liberatedon heating also varies. It is 

in the form of cristobalite for kyanite and amorphous silica for sillimanite and andalusite. SiO2 

released during thermal transformation and partially reacts with impurity to form a glassy phase, 

which impairs the product quality. Product quality can be improved by alumina to form more 

mullite. 

3(Al2O3.SiO2) = 3Al2O3.2SiO2 + SiO2 

 Mullite is widely used in various applications due to its several important properties such 

as good chemically inert, low thermal conductivity, high creep resistance, high refractoriness, 

low thermal expansion coefficient & good thermal shock resistance.  

 It is extremely rare natural material. Commercially mullite products are usually 

synthesized from various alumina and silica precursors through technique such as Co-

Precipitation, Sol-gel, hydrothermal and chemical vapour deposition. In this process’s alumina 

precursors are naturally γ-alumina, aluminium fluoride, aluminium hydroxide, α-alumina or 

other aluminium salts, whereas silica sources can be pure natural quartz, cristobalite, amorphous 

silica, colloidal, fumed and precipitated silica etc. However, mullite products produced from high 

purity reagents and precursors are not commercially available for bulk refractory applications. 

Normally, cheap, readily, locally, abundantly available natural raw materials are preferred to 

produce refractory-grade mullite aggregates. So far, raw materials used for this purpose include 

kaolinite, sillimanite and bauxite. Most of mullite obtained from these natural materials show an 
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inferior property in proportion to impurity levels.Further, a gradual depletion of the currently   

used raw materials represent a serious challenge to the refractory community to keep up the 

continuous production to mullite that as in high demand. Therefore, finding alternate alumina 

sources to meet the mullite requirement in term of production demand and properties has become 

imperative. Recently, beach sand sillimanite (BSS) has been identified as an alternative low-cost 

raw material which is abundantly available in nature. An estimated amount of BSS available in 

India about is 54 million tons, out of which a very small percentage is used in refractory 

industries and the rest remains unused as waste. The utilization of this mineral will contribute to 

environmental safety and to preserve valuable naturally occurring mineral resources. [2] 

Sillimanite occurs in nature in rock form. But the rock form sillimanite has been 

depleted/exhausted in many parts of the world. Placer deposits of beach sand sillimanite minerals 

occur in a number of coastal areas. Placer deposits are two types, viz beach placers and inland 

placers. India is gifted with a coastline of over 6000km, hosts some of the largest and richest 

shoreline placers. Sillimanite beach placer deposits found in the eastern & southern coasts [3] 

Previous studies revealed that the submicron sized BSS & alumina mixtures reacted to 

form mullite with 99% of the theoretical density after sintering at 1500-1575℃in presence of 

sintering aids. However, the use of submicron sized powders not viable for commercial 

production. Further precursors mixtures containing BSS with an average particle size (APS) of 5-

6 µm require sintering temperature greater than 1700℃ to form dense mullite aggregates. 

Lowering the sintering temperature while achieving the same degree of densification and mullite 

phase transformation would have some distinct advantages, including energy savings, finer 

microstructure and hence improved mechanical properties. Volume expansion associated with 

the 3:2 mullite formation from aluminosilicates was found to be one of the main factors 

restricting the densification of the aggregates. 

In the present work, in first phase of work bauxite was added with different amount as 

source of alumina with sillimanite beach sand. The bauxite amount was optimised. In the second 

phase of the study, one additive was used (ZrO2) to improve the densification and microstructure 

with two bauxite containing bauxite containing batches. 
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2. Literature Review 

The high temperature transformation of sillimanite to elongated mullite crystals has been studied 

by A. Tomba et. al [1]. Sillimanite group minerals have the composition (Al2O3.SiO2),can 

transform in to mullite and silica at temperatures between 1300℃ and 1600℃ depending on the 

polymorphic form. Sillimanite beneficiated mineral was cold isopressed at 200 MPa into 

cylindrical bars and then fired in air between 1500℃ and 1650℃ for 4h. From the 

microstructure and characteristic properties, it can be concluded that the larger part of the 

mullitization of sillimanite takes place in a temperature interval between 1550℃ and 1650℃. At 

these temperatures, the transformation produces liquid and mullite. Elongated mullite grains with 

ahigh degree of orientation are always produced. A rapid nucleation occurs above a critical 

temperature, 1550℃, due to the resemblance of sillimanite and mullite structures. Below 

1500℃, there is no evidence of sillimanite-mullite transformation. The critical temperature 

(1550℃) of sillimanite to mullite transformation was not modified by presence of liquid phase 

due to the minor impurities in the starting material. Finally, a step of acid leaching was employed 

to remove the glassy phase and high-grade purity mullite powders were obtained. 

 

Ibram Ganesh et. al [2] found that dense mullite aggregates with 60% and 70% Al2O3 can be 

prepared from precursor mixtures consisting of beach sand sillimanite and a high-purity 

aluminium hydroxide following conventional single-stage and double-stage firing processes. The 

bulk density, apparent porosity, and water absorption capacity of sintered mullite aggregates 

were found to bestrongly influenced by the premullitization step of this precursor mixture. The 

premullitization step of precursor mixtures followed by a milling process enhanced the phase 

transformation into mullite and densification, enabling one to obtain 100% mullite phase 

aggregates denser than the current commercial products in a double-stage firing process(1250℃, 

1 h + 1550℃, 1 h).Mullite aggregates formed in a double-stage firing process exhibited higher 

BD and mullite content and lower APand WA capacity in comparison with those obtained by the 

single-stage firing process. 

 

H.S. Tripathiet. al [3] discussed the Mullite development by reaction sintering of sillimanite 

beach sand and calcined alumina. In the test, batches were prepared with the sillimanite beach 
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sand as well as by the addition of calcined Al2O3 to convert the SiO2 available into mullite 

Sintered products thus obtained were characterized in terms of bulk density, apparent porosity, 

mechanical and thermo-mechanical properties and microstructure. The result showed that highest 

bulk density 3.04gm/cc is achieved. Alumina addition always lower the hot MOR at 1200°C due 

to the reduction of high silica glass content. Higher amount of impurities containing sand 

densifies at lower temperature through liquid phase sintering. X-ray diffraction pattern of some 

sintered samples are showed that the main crystalline phase present is mullite.Mullite formed in 

the samples retains the orthorhombic habit of sillimanite. Mullite crystals are interlocked with 

each other. Small amount of rounded to sub rounded ZrO2 embedded in the mullite matrix is also 

noticed. ZrO2 reduces the grain growth of the mullite which isformed in situ. 

 

Microstructure and properties of sintered mullite developed from Indian bauxite studied by H.S. 

Tripathi et. al [4]. Dense mullite aggregates with 72% Al2O3 have been synthesized by reaction 

sintering of two varieties of Indian bauxite and silica sol. The bauxites used are of inferior grade 

with different levels of accessory impurities such as Fe2O3, TiO2, CaO. The phase and 

microstructure development of sintered samples were investigated by XRD and SEM. Mullite 

formed from low impurity bauxite is mostly equiaxed, whereas mullite developed from bauxite 

with higher impurity particularly CaO is needle shaped. At1050℃ the initial peaks of mullite 

appear and the nature of the peaks shows that the initial mullitization has started. It was found 

that the bulk density gradually increases with sintering temperature up to 1600℃ followed by 

decrease indensity at 1650℃. Gradual removal of open pores with anincrease in sintering 

temperature is the reason for higher densification. 

 

Thermo-mechanical properties of mullite–zirconia composites derived from reaction sintering of 

zircon and sillimanite beach sand: Effect of CaO has been studied byP. KUMAR et. al[5]. 

Mullite–zirconia composites containing 20% zirconia (mass fraction) were prepared by reaction 

sintering route utilizing Indian coastal zircon flour and sillimanite beach sand. 4%−12% of CaO 

(mole fraction) with respect to zirconia was used as additive. The effect of additive 

ondensification, microstructure as well as various mechanical and thermo-mechanical properties 

was studied. Incorporation of CaO reduced the densification temperature of the composites to 

1550 °C compared to 1600 °C (for CaO freesamples). CaO formed small amount of liquid phase 
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(calcium aluminosilicate), which facilitated sintering. Average grain size of thecomposites 

decreased up to 4% CaO addition, afterwards grain size increased with further addition of CaO. 

Samples with 4% CaO exhibited ~225 MPa of flexural strength, ~6 MPa·m1/2 of fracture 

toughness and significant improvement in thermal shock resistance. CaO stabilized the tetragonal 

zirconia phase and thus improved the mechanical properties. Also, CaO stabilized the tetragonal 

zirconia phase and improved the thermal shock resistance. Samples with 4% CaO retained 

around 64% of its initial flexural strength even after 15 thermal shock cycles. 

 

 

S. Rahman et. al [6] discussed the Structure description of the thermic phase transformation of 

sillimanite–mullite. The thermic phase transformation of sillimanite to 3:2 mullite was 

structurally examined with the main focus on the initial stageof this transformation. Single 

crystals of very pure sillimanite were annealed for different time periods (1600℃; 45 min–96 h) 

and then analysed employing X-ray and electron microscopic investigations. Using the 

videographic reconstruction method, the initial stage of the transformation (2–6 h, 1600℃) of 

sillimanite to 3:2 mullite is characterized as follows: (1) Splittingof the oxygen sites, resulting in 

tetrahedra- and octahedra-tilts and/or rotations; (2) statistical distribution of Si and Al on the 

tetrahedral sites. The results of the videographic reconstruction were confirmed via videographic 

simulations. A prolonged period of thermal treatment (24 h,1600℃) leads to the complete 

transformation of sillimanite to 3:2 mullite with precipitations of amorphous SiO2.  

 

Synthesis and thermo-mechanical properties of mullite–alumina composite derived from 

sillimanite beach sand: Effect of ZrO2 studied by H.S. Tripathi et. al [7]. The raw materials and 

additive were mixed,attrition milled and sintered in compacted form at 1400–1600℃ with 2 h 

soaking. Then the effect of ZrO2 on the densification behaviour,thermo-mechanical properties 

and microstructure wasstudied.It was found that addition of ZrO2 slightly retards the 

densification process. All the samples achieved their highest bulk density at 1600℃. X-ray 

diffraction pattern showed the major crystalline phase was mullite with some amount of 

corundum. A small amount of zirconia both in monoclinic and tetragonal form was also noticed. 

Scanning electron micrography shows that ZrO2 occupies both an intergranular and intragranular 

position in the mullite matrix. The mullite formed at 1600℃ ismostly equiaxed in nature that 
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suggests densification mainly occurs through solid state sintering.Thermo-mechanical properties 

of the sintered samples are not effectively altered by the presence of ZrO2. ZrO2containing 

samples always show better resistance to thermal shock than the ZrO2 free samples. Mullite 

formed is non stoichiometric in nature and maximum solid solubility of ZrO2 withinthe mullite 

structure is 1.70 wt.% 

 

Sasmita Prustyet. al [8] investigate the effect of MgO additive on the structural, microstructural 

and hardness properties of zirconia mullite (MUZ). The MgO additive in MUZ not only 

stabilizes the cubic zirconia phase but also acts as a sintering aid for the formation of cross-

linked mullite grains. The micrograph of plasma sintered composites shows a ladder like 

structure and a complete cross-linked mullite grains whereasthe surface morphology of 

conventionally sintered composites clearly indicates the presence of small and big grains close 

packed to each other. From the X-ray diffraction and Fourier transform infrared studies, it has 

been realized that complete dissociation of sillimanite andzircon has been occurred for the 

conversion of zirconia/mullite aggregates in plasma fused MgO–MUZ composites within the5 

min of plasma arching. Uniform arrangement of mullite platelets and dendritic structure of 

zirconia has been observed in the surface of plasma fused MgO–MUZ composites whereas 

ladder like structure with complete interconnected mullite grains has been observed for plasma 

sintered composites. Appreciable hardness and higher optical band gap have been observed for 

plasma fused MgO–MUZcomposites. The total sillimanite and zircon mixtures have been 

utilized for the complete conversion of mullite and zirconia composites in plasma fusion whereas 

the complete conversion of sillimanite and zircon has not observed in plasma sintered and 

conventionally sintered composites. 

 

Preparation and properties of Y2O3 containing zirconia–mullite composites derived from 

sillimanite beach sand discussed byManas K. Haldar et. al [9].All raw materials have been 

attrition milled and then isostatically pressed followed by sintering in the range of1500–1600℃ 

with a 2-h soaking period. Then the sintered materials have been characterised in terms of bulk 

density, linear shrinkage, hot modulus of rupture, X-ray diffraction, infrared spectroscopy and 

microstructural features. The addition of yttrium oxide overall improves the physical, thermo-

mechanical properties of the composites. As the sintering temperature increases, yttrium oxide 
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helps in grain growth of the samples. Exaggerated grain growth is responsible for higher porosity 

as the temperature increases. But the samples without additive show a down trend in porosity 

with rise in temperature. The microstructure of zirconia-mullite composites are characterized by   

of elongated mullite grains along with sub rounded to rounded zirconia grains. There are two 

types of zirconia particles present in the microstructures. One is intergranular and other one is 

intragranular. The microstructurecontains elongated and equiaxed mullite grains (black) along 

with zirconia grains (white). Most of zirconia grains are intergranular and few are intragranular. 

 

Sintering of Mullite-Containing Materials: Effect of Composition found by D. Sackset. al [10] 

found the Sintering behaviour of mullite-containing powdersover a range of chemical 

compositions (Al2O3/SiO2 ratio). Densification measurements were made for both liquid phase-

containing and solid-state systems. Small amounts ofliquid phase were observed to have a 

significant effect ondensification rate. A linear relation was obtained between thepercent of 

theoretical density and the logarithm of time for compositions in the range 73 to 75 wt.% 

Al2O3.Grain-boundary transport or diffusion appeared to be the primary mechanism of 

densification. A glass phase, however, persistedup to 74 wt.% Al2O3, presumably because of 

metastable behaviourdriven by a lowering of high mullite-mullite interfacial energies. A sharp 

decrease in densification rate was observed on transitionfrom the mullite solid solution range to 

the mullite and alumina phase region. This decrease was associated with elimination of 

theresidual glassy phase. 

 

G.Orangeet. al [11] studiedthe mechanical behaviour of reaction-sinteredmullite/zirconia 

composites (RSMZ) at room temperature and up to1200℃. It is well established that fully 

densefine-grain mullite/zirconia or mullite/alumina/zirconia composites with enhanced 

mechanical properties can be produced by reaction-sintering routes. These materials, obtained 

with a low-cost process have potential usesas structural ceramics up to at least 1000℃.It appears 

that published toughening mechanisms cannot explain by themselves the mechanical properties 

of these composites. The needle-like morphology of mullite grainsleads to a lengthening ofthe 

fracture path and a higher proportion oftrans granular fracture mode.Thermal shock resistance 

has also been determined. It wasfound that dispersion of zirconia particles and the particular 

microstructure of mulliteobtained by means of an insitu reaction process leads to improved 
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properties, with aroom temperature fracture toughness of about 5.25 MPa m 1/2. Up to 1000℃ 

fracturestrength and toughness values are quite high, which make these materials potential 

candidates for high temperature applications. 

 

Controllable preparation and synthetic mechanism of mullite from the bauxite with Fe-rich oxide 

content studied by Mingwei Yanet. al [12].In this paper, controllable preparation of mullite was 

attained using the bauxite with Fe-rich oxide content as raw materials, by adjusting its mass ratio 

of (Fe2O3+Al2O3)/SiO2 to about 2.57 based on the theoretical design of Fe2O3-Al2O3 binary 

diagram and Al2O3-SiO2-TiO2 ternary diagram. Phase and synthetic mechanism of mullitefrom 

the Fe-rich bauxite have been characterized and analysed by XRD, SEM, EDS. Crystal phases of 

the bauxite with Fe-rich oxide content after sintering are composed of mullite solid solution, 

aluminium titantate solid solution and cristobalite with aluminium titantate solid solution 

distributed dispersively and surrounded by mullite solid solution. The synthetic mechanism of 

mullite solid solution can be expressed as follow: in the sintering process of the bauxite with 

mid-low grade, mullite is firstly formed by mullitization behaviour, and then Fe3+ and Ti4+ ions 

occupy and replace Al3+ located in the octahedral or tetrahedral sites for mullite. Si4+ in the 

tetrahedral site will be simultaneously substituted by Al3+ to maintain electrovalenc eequilibrium. 

As a result, mullite solid solution containing Fe3+ and Ti4+ is eventually developed. A very little 

of amorphous phase exists between mullite crystals, and aluminium titantate solid solution is 

distributed dispersively and surrounded by mullite solid solution. 

 

Correlation between properties of zirconia mullite and Y2O3 stabilised zirconia mullite derived 

by various processing techniques described by S. Prusty et. al [13]. Zirconia mullite (MUZ) and 

Y2O3–MUZ composites were synthesised by plasma melting, plasma sintering and conventional 

sintering techniques. Mixtures of tetragonal and cubic phases have been observed in all the 

processed Y2O3–MUZ composites. The XRD and micro-Raman studies indicate that the addition 

of Y2O3 in MUZ transforms the monoclinic zirconia to cubic zirconia phase. The optical 

absorption studies completely reflect the improvement in optical band gap of Y2O3–MUZ 

composites to prove it as a suitable candidate for refractory applications. The bulk 

density,hardness and higher crystalline nature of plasma sintered composites indicate that better   

products can be synthesised by direct current extended arc thermal plasma heating technique 
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within a short duration of time. In conclusion, their correlation studies on the properties of MUZ 

and Y2O3–MUZ open an avenue to determine the appropriate melting and sintering procedures 

for enhancing the physical properties of the materials as desired for industrial applications. 

 

Manas K. Haldar et. al [14] found the effect of magnesia additions on the properties of 

zirconia–mullite composites derived from sillimanite beach sand. Zirconia–mullite composites 

with 4–8 mol% magnesium oxide has been prepared from Indian coastal sillimanite beach sand, 

zirconia and alumina. The X-ray diffraction study reveals that in zirconia, monoclinic is the 

major phase, Alumina is having α-Al2O3 as main constituent & in magnesia periclase is the 

major phase. Milling of the mixtures of all raw materials has been carried out in an attritor mill 

for 9 h. After drying and pressing the samples were sintered between 1500℃ and 1600℃ with 2 

hrs of soaking. The physical, mechanical & thermo-mechanical properties of the sintered 

materials namely bulk density, linear shrinkage, hot modulus of rupture, hardness and fracture 

toughness have been evaluated. The infra-red spectrums of sillimanite sand and sintered samples 

have been described. The bulk density of the sintered samples falls with increase in temperature 

with varying amount of magnesia. The linear shrinkage of the sintered samples increases with 

higher content of magnesia. The hot modulus of rupture for all samples is showing lower value at 

1600℃. The sintered materials are having higher value of fracture toughness than puremullite. 

All the sintered composites are showing an overall decreasing trend in modulus of elasticity as 

the sintering temperature increases. The scanning electron microstructures of the sintered 

samples show bright zirconia grains are uniformly distributed throughout the darker mullite 

matrix. 

 

High-temperature characterization of reaction-sintered mullite-zirconia composites discussed by 

Philippe Descamps et. al [15]. Mullite-zirconia composites are prepared by reaction sintering of 

zircon and alumina, either using reaction and sintering additives (Titania (T-MZ) or Magnesia 

(M-MZ)) or starting from highly reactive powder mixtures obtained by an ultra-rapid-quenching 

technique (URQ-MZ). In the latter case, the presence of large amounts of an amorphous phase in 

the quenched powders enables sintering without the use of additives. The various composites 

differ mainly by their microstructure-i.e., the mullite grains aspect ratio and grain size-and by the 

quantity and nature of impurities or additives. Within this work, the modulus of rupture and 
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critical stress intensity factor of each material are measured from room temperature to 1200°C. 

Bending creep is also investigated for various temperature and stress ranges. For the three 

materials, the fracture toughnessdecreases with temperature, according to tetragonal zirconia 

stabilization, up to 600℃ to 700℃, above which a significant increase occurs. The 

reinforcement is more efficient for T-MZ because of the higher viscosity of the glassy phase. 

Despite its larger amount of glassy phase, the M-MZ ceramic shows the better creep resistance 

because of its particular microstructure consisting of cross-linked elongated mullite grains-which 

impedes grain-boundary sliding. 

 

Manas K. Haldar et. al [16] found that Zirconia–mullite composites can be prepared from beach 

sand sillimanite in the presence of magnesia as an additive. The raw materials were attrition 

milled. Samples were isostatically pressed and sintered in the temperature range of 1500–1600℃ 

with 2hr of soaking. The resulting composites were characterized in terms of densification, 

thermal expansion, martensite start (Ms) temperature. The presence of magnesia changes the 

value of thermal expansion coefficient. The mechanical and thermo-mechanical properties, 

namely flexural strength and thermal spalling of the sintered composites, were characterized and 

effect of magnesia on it is discussed. The interrelation between microstructure and properties of 

a material is very important for greater understanding of material property and possibility of 

improvement. Zirconia has higher atomic number compared to aluminium and silica. So, it 

appears clearly from its surrounding mullite matrix under SEM and shows a brighter image 

(white). The EDAX analyses of zirconia, mullite and zirconia–mullite grain boundary showed 

that the mullite phase contains around 72% Al2O3 and 27% SiO2, whereas zirconia phase 

contains 90% ZrO2. A small amount of magnesia of 0.37% in mullite and 0.12% in zirconia is 

present. The most of magnesia (around 2.35%) is present in the zirconia–mullite grain boundary. 

Both zirconia and mullite contain a small amount of TiO2, which comes from raw material. 

 

 

 

Mechanical properties of mullite–corundum composites prepared from bauxite having 

considerable amount of impurities and silica sol has been studied by Atul V. Maldhure et. al 

[17]. The effect of changing mullite phase proportion on the mechanical properties (i.e., flexural 
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strength, elastic modulus, hot modulus of rupture, thermal shock resistance) of prepared 

composites has been studied. Flexural strength and elastic modulus increase with increasing free 

corundum phase content in the composites. Hot modulus of rupture for the sample containing 

only mullite phase increases with increasing test temperature over entire temperature range.  

Only mullite/highest mullite phase proportion showed the highest resistance to both crack 

initiation and propagation. The values of these parameters decrease with increasing corundum 

phase proportion in the composites. Retention of mechanical strength after successive thermal 

shock cycles decreases with increasing corundum phase proportion in the composites. The 

reason for such behaviour is two fold, the thermal expansion mismatch between individual 

mullite and corundum phases, and increase in amount of glassy phase due to high impurity 

phase. The refractory composites containing only mullite showed the greatest performance in 

terms of high-temperature mechanical strength, loss of strength on thermal shocking, and ability 

of a material to resist crack propagation and further damage. 

 

 

Effect of the calcining temperatures of low-grade bauxite on the mechanical property of mullite 

ceramics without any other additives discussed by Qiang Ren et. al [18]. The variations in 

physical and chemical properties in the process of sintering, the specific surface area of calcined 

bauxite at different calcining temperatures, and the phase composition of the mullite ceramic and 

its microstructure were investigated by thermal analysis, laser particle analysis, the X-ray 

diffraction, and scanning electron microscope, respectively. The mechanical properties of mullite 

ceramics prepared by calcined bauxite are superior to the properties of mullite ceramics made by 

raw bauxite, and the flexural strength of mullite ceramics improved with the increase of 

calcining temperatures at the range of 650-1200°C. The influence of calcining temperature of 

raw bauxite on the mechanism of sintering of mullite ceramics is reflected in these aspects, (i) 

the crystalline moisture andother impurities; (ii) the specific surface area of calcined bauxite 

powders; (iii) crystals in calcined bauxite. Using calcined bauxite to produce mullite ceramic was 

an applicable way, at the same time, this provides the application of low-grade bauxite for new 

thoughts. The deeper studies needed to be done before the research achievements areapplied to 

manufacture effectively. 
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Preparation of low-cost mullite ceramics from natural bauxite and industrial waste fly ash 

studied by Yingchao Dong et. al [19]. The fired samples, including fly ash, bauxite and their 

mixture based on the composition of 3:2 mullite, were characterized respectively by XRD (X-ray 

diffraction). The results indicate that the secondary mullitization occurred by the solid-state 

reaction of cristobalite and corundum below 1300℃, followed by the dissolution of corundum 

into transitory glassy phase at higher temperatures. The dilatometric results reveal that the 

formation of secondary mullite resulted in aslight expansion in spite of the shrinkage induced by 

sintering. In addition, the samples were fired at elevated temperatures and then characterized in 

terms of relative density, porosity, micro-structure and fracture strength. At 1600℃, the relative 

density and fracture strength are 93.94% and 186.19MPa, respectively. After sintering at 1600℃ 

for 4 h, the sample exhibiteda closed porosity of 5.44% and open porosity of 0.62%. Itis crucial 

to prepare denser mullite ceramics by avoiding the formation of closed pores. The development 

of mullite ceramics would add great economic value to industrial waste fly ash that existed 

abundantly throughout the world, most of which are not well utilized currently. Moreover, 

inexpensive raw natural mineral bauxite was testified as an effective substitute for industrial 

alumina for the production of mullite. This fact supports the practicability of thedirect use of 

natural raw materials, instead of alumina producedby the complicated process. 

 

Toshiyuki Koyamaet. al [20] found that Mullite-zirconia composites can be prepared from three 

kinds of combination of starting materials such as mullite-zirconia (MM), alumina-silica-zirconia 

(RS3) and alumina-zircon (RS2). Phase formation reaction, sinterability and microstructures of 

these samples were investigated. The following conclusions can be drawn. 

(1) The mixture of mullite and zirconia powders(MM): Sinterability of this sample was notso 

good compared with the others. At highertemperature, it released silica from mullite and formed 

a liquid phase, which caused the growth of elongated large mullite grains inthe microstructure. 

(2) The mixture of alumina, amorphous silica and zirconia powders (RS3): Sinterability ofthis 

sample was good because of the enhancement of densification by a viscous flow mechanism due 

to amorphous silica phase. Equiaxed mullite grains and intergranulary dispersed zirconia grains 

formed the microstructure. 

(3) The mixture of alumina and zircon (RS2): Extremely alumina-rich mullite were formed 

transiently in this sample. Their microstructures were composed of irregularly shaped mullite 
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and intra/intergranularly dispersed zirconia grains. Some extent of Zr atoms was considered to be 

incorporated in the transient state mullite. 

 

H.S. Tripathi et. al [21] discussed the Sintered mullite from aluminous ore for refractory 

application. Mullite aggregate was prepared by reaction sintered from Aluminous ore with 

calcined alumina and added Titania to enhance the densification process without deterioration of 

thermo-mechanical properties. The major raw materials used in this investigation were kyanitic 

aluminous ore and Bayer’s alumina. Batches were mixed and milled in a vibroenergy mill 8 h. 

Then rectangular bars were uniaxially pressed at 100 MPa and sintered in air at 1500, 1550, 1600 

and 1650°C with 2 h soaking time.  Sintered products thus obtained were characterized in terms 

of bulk density, apparent porosity, high-temperature flexural strength and microstructure. So, 

results showed that at 1600°C, 1 wt.% TiO2 addition decreases the porosity from 2.2 to 0.5%. An 

XRD pattern of the mullite aggregate developed at 1600°C  shows that the main crystalline phase 

is mullite,with a small amount corundum.A SEM photomicrograph of the same sample shows 

that the mullite grain developed from kyanite. Aluminous materials are mostly acicular in shape 

and the glassy phase is evenly distributed in the intergranular position. Some equiaxed mullite 

grains smaller in size also are observed. Flexural strength at 1300°C of the mullite aggregate 

developed at 1600°C shows that mullite with no additive exhibits the highest flexural strength of 

73.5 MPa at 1300°C.Beyond 1 wt.% TiO2 addition, the decrease in strength is not appreciable 

(up to 3 wt.% TiO2). Because TiO2 forms solid solution with mullite, it does not significantly 

alter the amount of glassy phase or glass composition. 

 

Structure and properties of mullite discussed by H. Schneider et. al [22]. Mullite has achieved 

outstanding importance as a material for both traditional and advanced ceramics because of its 

favourable thermal and mechanical properties. Depending on the synthesis temperature and 

atmosphere mullite is able to incorporate a number of transition metal cations and other foreign 

atoms. In more detail: Parallel to a the tetrahedra are linked to the relatively short stiffer Al–O 

(A, B) bonds, whereas parallel b they are linked parallel to the relatively long more compliant 

Al–O(D) bonds. In mullite some of the oxygen atoms bridging the tetrahedra are removed for 

charge compensation. This gives rise to the formation of oxygen vacancies and of T3O groups 

(so-called tetrahedral triclusters). The anisotropy of the bonding system of mullite has a major 
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influence on the anisotropy of its physical properties. Heat capacity and thermal expansion 

measurements of mullite display reversible anomalies in the temperature range between about 

1000 and 1200℃. It is believed that tetrahedral cations, bridging O atoms, and O vacancies 

undergo dynamical site exchange processes at high temperatures. At lower temperatures the 

dynamic disorder may transform to a static one. Diffraction experiments revealed that also 

partially ordered states may exist. 

 

Thermo-mechanical properties of mullite/zirconia reinforced alumina ceramic composites 

investigate by M.M.S. Wahsh et. al [23]. Alumina–mullite–zirconia ceramic composites was 

prepared by reaction bonding of alumina and zirconmixtures after firing at differenttemperatures 

1300℃, 1400℃ and 1500℃. Constant amount of magnesia was added as a sintering aid. The 

technological parameters of the sintered ceramic composites, i.e. the mechanical properties and 

densification parameter as well as thermal shock resistance, have been investigated. The main 

phases in all samples fired at 1500℃ are corundum (α-Al2O3), monoclinic zirconia (m-ZrO2) and 

tetragonal zirconia (t-ZrO2). In addition, some diffraction peaks of mullite (3Al2O3.2SiO2) and 

magnesium-aluminium-silicate (Mg3.5Al9Si1.5O20; Sapphirine) were detected in samples 

containing higher amounts of zircon. All ceramic composites achieved an excellent thermal 

shock resistance (TSR). Ceramic composite containing 66.79 mass% calcined alumina, 30.52 

mass% zircon and2.69 mass% magnesia fired at 1500℃ exhibited higher densificationparameter 

(BD~3.31 g/cm3, AP~5.5%) and mechanical properties (CCS~550 MPa) as well as excellent 

thermal shock resistance. This alumina–mullite zirconia ceramic composite can be suggested for 

using in refractory and high temperature applications where severe thermal shock and high 

mechanical properties are required. 

 

Cemail Aksel et. al [24] described the role of fine alumina and mullite particles on the thermo-

mechanical behaviour of alumina–mullite refractory materials. Fine grain alumina and mullite 

particles were incorporated into slip-cast alumina–mullite refractories in order to investigate their 

effects on the microstructure, mechanical properties and thermal shock behaviour of the 

refractories. The addition of fine mullite resulted in ahigh porosity and low mechanical 

properties, both densification and mechanical properties increased with the incorporation of fine 

alumina particles significantly through improvement of interparticle bond strength amongst the 
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coarser grains. Therefore, more fracture surface energy was required to connect the cracks for 

propagation, associated with a high value of fracture toughness. The strength and Young’s 

modulus were also improved with increasing quench temperature, leading to a high thermal 

shock resistance. Furthermore, the crack initiation resistance was also increased with higher 

alumina content.  Thermal shock tests confirmed that the addition of fine alumina rather than fine 

mullite particles into an alumina–mullite slip-cast refractory material improved both strength and 

modulus values with increasing quench temperature, indicating better thermal shock resistance. 

 

H. Schneider et. al [25] studied the temperature dependent solubility of titanium, iron, and 

magnesium in mullites coexisting with SiO2-rich partial melts in a used chamotte brick was 

studied with a high-resolving microprobe. The mullites of the starting material have relatively 

high mean Fe203 (~ 2.4 wt.%), but lower TiO2 (~ 1.4 wt.%), and very low MgO contents (~0-

5wt.%). Cation removal from mullite to coexisting glass phase is observed at high temperature: 

the onset of exsolution is about 1300℃ for magnesium, 1350°C for iron, and 1400°C for 

titanium. Sample specimens annealed at 1650°C have mullites with about 0-5 wt.% Fe203, 

0.9wt.% TiO2, and traces of MgO. Cation exsolution curves follow exponential laws, the 

exsolution rate being considerably higher for Fe203 than for TiO2 and MgO. The study 

documents amuch higher mobility of the iron ion as compared to that of titanium. Eutectic 

melting of mullite with associated limited solid solution of iron, titanium, and magnesium cannot 

be the only reason for cation removal from mullite to the coexisting melt because the amount of 

mullite dissolution between 1300 and 1650°C is too low. A cation distribution between mullite 

and coexisting melt, the value of which decreases with temperature is believed to be a further 

driving force for cation exsolution.  

 

 

 

 

. 
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3.Plan of the Work:  
 

The present work was performed to study the effect of bauxite on the mullitization and 

densification of sillimanite. The effect of zirconia addition on the bauxite-sillimanite mixture 

was also studied.  

For this purpose, Indian sillimanite beach sand (Kerala) and Saurashtra bauxite were 

selected. The physio-chemical characteristics of the principle raw materials were studied through 

chemical analysis, phase analysis by powder XRD, Differential thermal analysis and specific 

gravity measurement. 

The batch compositions were selected, and thoroughly mixed & ground and then calcined 

at appropriate temperature to get reactive powder. Sintering study was reformed on small discs. 

The green samples after proper drying were subjected to firing. The firing was done in oxidising 

atmosphere. 

The sintered compact bodies were characterised with respect to the variables through the 

determination of some physical properties. These included bulk density, apparent porosity, 

diameter, shrinkage etc. the different crystalline phases developed in the sintered body were 

examined by powder X-ray diffraction study. 

The properties of sintered products depend on the microstructure developed in the body 

that means the nature and distribution of different phases. A thorough investigation on the 

densification of different phases, their morphology and their size were determined by examining 

the chemically etched fractured surface. The approximate chemical composition of the different 

crystalline and amorphous phase developed were estimated by energy dispersive x-ray analysis 

(EDX). The study this microstructural analysis will help to understand its relation with other 

physio-chemical and thermo-chemical properties. 

For refractory application, cold crushing strength, chemical corrosion and pyrometric cone 

equivalent tests are also measured 
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4. Experimental Work 
At first raw materials, Sillimanite fine (-300 mesh), Bauxite (supplied by Shri Nataraj Ceramic & 

Chemicals Industries Ltd, Gujarat), Zirconium Dioxide (LOBA CHEMIE) were used for the 

study.  The main raw materials were characterized by chemical analysis, phase identification by 

powder XRD, specific gravity measurement and differential thermal analysis (DTA).  Bauxite 

was ground in a rubber lined pot with alumina as grinding media for 5 hours.  The slurry from 

the pot mill was dried at 110oC±5oC.  The batch composition and the sample codes of different 

batches are listed in Table 1. 

Table 1: Batch Composition and batch code for the stage-I 

 

Each batch was thoroughly mixed in a plastic container with small alumina ball for 45 mins. 

After that mixed batch was calcined at 600℃for 2 hrs.  The batch powder was mixed with 5% 

PVA and granulated through 30 BS sieve.  The granulated materials were pressed at 120MPa 

into 20mm and 25mm diameter discs, dried at 110oC and fired at 1500o to 1650oC with 2hr 

soaking time.  Bauxite was added in 20, 30, 40 and 50wt% to the mixture.   

After that from the optimized batches, we have taken two batches and add zirconium dioxide in 

stage-II.  Zirconia was added in 1, 3 and 5wt% to the mixture.  The same mixing, calcining, 

granulation, pressing and firing were followed as in stage-I.  The batch composition and the 

sample codes of different batches for stage-II are listed in Table 2. 

 

 

Batch code Sillimanite Bauxite 

SB0 100 0 

SB2 80 20 

SB3 70 30 

SB4 60 40 

SB5 50 50 
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Table 2: Batch Composition and batch code for the stage-II 

 

The process flow chart is given below- 

Figure1: Process flow chartfor the stage-I 

 

 

 

 

  

Batch 
code Sillimanite Bauxite Zirconia 

  

Batch 
code Sillimanite Bauxite Zirconia 

SB4-Z0 60 40 0 SB5-Z0 50 50 0 
SB4-Z1 60 40 1 SB5-Z1 50 50 1 
SB4-Z3 60 40 3 SB5-Z3 50 50 3 
SB4-Z5 60 40 5 SB5-Z5 50 50 5 

Sillimanite Bauxite 

Milled and Mixed for 5 hrs 

Calcined at 600℃ for 2 hrs 

Granulation done by 5% PVA (5% solution) 

Uniaxially pressed with 1200kg/cm
2
 in 20 mm diameter cylinder 

Drying at 110℃ for overnight 

Firing at 1500, 1550 & 1600℃ with 2hrs soaking 

Characterization 

AP BD XRD SEM
D 

 

FTIR EDX 
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The process flow chart for stage two is given below- 

Figure 2: Process flow chart for the stage-II 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Sillimanite Bauxite 

Milled and Mixed for 5 hrs 

Calcined at 600℃ for 2 hrs 

Granulation done by 5% PVA (5% solution) 

Uniaxially Pressed with 1200kg/cm
2
 in 25 mm diameter 

cylinder 
Drying at 110℃ for overnight 

Firing at 1550, 1600 & 1650℃ with 2hrs soaking 

AP BD 

 

XRD SEM 

 

FTIR 

Zirconia 

CCS EDX 

 

Characterization 

SLAG 
CORROSION 

PCE 
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4.1 Characterization of Raw Materials 

The following physical and thermal tests was conducted for the raw materials, Saurashtra 

Bauxite and Kerala Sillimanite. 

a) Specific gravity (ρ) 

b) X-ray Diffraction (XRD) 

c) Differential Thermal Analysis (DTA) 

d) Fourier-transform infrared spectroscopy (FTIR)  

 

a) Specific gravity 

Specific gravity, also referred to as relative density, is used to relate the weight or density of 

liquids to that of water. Specificgravity is the ratio of the mass of a substance to the mass of a 

reference substance for the same given volume. Apparent specific gravity is the ratio of the 

weight of a volume of the substance to the weight of an equal volume of the reference substance. 

Here we measure the sp. Gravity by pycnometer. A pycnometer allows measuring the volume 

and the density of solid objects in a non-destructive manner. The latter is accomplished by 

employing Archimedes' principle of fluid displacement for liquid pycnometer. 

The specific gravity of sample is determined using the relation: 

 
Where, M1 = mass of empty Pycnometer. 

 M2 = mass of the Pycnometer with dry sample. 
 M3= mass of the Pycnometer and sample and xylene. 
 M4 = mass of Pycnometer filled with xylene only. 
G= Specific gravity of sample. 

 

b) X-ray Diffraction(XRD) analysis 

A scattering of X-ray by the atom of a crystal that produces an interference effect so the 

diffraction pattern gives information o the structure of the crystal or the identity of a crystalline 

substance. 
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The objective of XRD is to know the composition of a crystalline material, which helps to 

determine different properties of that substance. 

Selected sample was crushed into iron mortar and pestle, passed through 30 mesh B.S. 

demagnetized and finely ground (much below 200 mesh) in anagate. 

The nearly 3gm sample is required. 

Bragg’s law is employed. 

The instrument uses Ni-filtered Cu Ka radiation with a scanning rate of 2° per minute. The data 

had to be either compared using monographs already collected or using software crystalline 

phases are detected. 

They were finally plotted neatly using ORIGIN software. 

 

       c) Differential Thermal Analysis (DTA) 

 It is a thermo-analytic technique that is similar to differential scanning calorimetry. In DTA, the 

material under study and an inert reference are made to undergo identical thermal cycles, (i.e., 

same cooling or heating programme) while recording any temperature difference between 

sample and reference.This differential temperature is then plotted against time, or against 

temperature (DTA curve, or thermogram). Changes in the sample, either exothermic or 

endothermic, can be detected relative to the inert reference. Thus, a DTA curve provides data on 

the transformations that have occurred, such as glass transitions, crystallization, melting and 

sublimation. The area under a DTA peak is the enthalpy change and is not affected by the heat 

capacity of the sample. 

A DTA consists of a sample holder, thermocouples, sample containers and a ceramic or metallic 

block; a furnace; a temperature programmer; and a recording system. The key feature is the 

existence of two thermocouples connected to a voltmeter. One thermocouple is placed in an inert 

material such as Al2O3, while the other is placed in a sample of the material under study. As the 

temperature is increased, there will be a brief deflection of the voltmeter if the sample is 

undergoing a phase transition. This occurs because the input of heat will raise the temperature of 

the inert substance, but be incorporated as latent heat in the material changing phase. 

https://en.wikipedia.org/wiki/Thermal_analysis
https://en.wikipedia.org/wiki/Differential_scanning_calorimetry
https://en.wikipedia.org/wiki/Aluminium_oxide
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     d) Fourier-transform infrared spectroscopy (FTIR) 

A technique used to obtain an infrared spectrum of absorption or emission of a solid, liquid or 

gas. An FTIR spectrometer simultaneously collects high-spectral-resolution data over a wide 

spectral range. This confers a significant advantage over a dispersive spectrometer, which 

measures intensity over a narrow range of wavelengths at a time. 

Firstly, The KBr thin platesare prepared and scanned in FTIR machine. Then, the powder sample 

and KBr are mixed together and thin plates are prepared. These plates are scanned in FTIR 

machine. Final result is analysis with paper. 

 

4.2Analysis of Sintered Material 

a) Apparent Porosity 

b) Bulk Density 

c) Shrinkage 

d) Scanning Electron Microscopy 

e) Energy Dispersive X-ray Analysis 

f) Slag Corrosion 

g) Fourier-transform infrared spectroscopy 

h) X-ray Diffraction 

 

      a) Apparent Porosity (AP) 

Apparent porosity is defined as the ratio of the volume of the open pores to the bulk volume of 

the material. It is expressed as a percentage. 

The test specimenare taken. Then, such test pieces are tied with a thread and is thereby hanged 

from the test rod. Such a Glass rod containing the test specimen is placed inside the beaker 

containing water such that the test specimen suspended in water so that any part of it should not 

be touched with the walls or bottom of the beaker. 

https://en.wikipedia.org/wiki/Infrared
https://en.wikipedia.org/wiki/Electromagnetic_spectrum
https://en.wikipedia.org/wiki/Absorption_(electromagnetic_radiation)
https://en.wikipedia.org/wiki/Emission_(electromagnetic_radiation)
https://en.wikipedia.org/wiki/Dispersion_(optics)
https://en.wikipedia.org/wiki/Wavelength
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The whole assembled beaker is placed on heater at 110oC for 2hrs. So that the open pores in the 

piece are filled up with the water quickly. Then, the samples are placed in cold water for a few 

minutes to get it cooled and then, the test pieces are tied with a wire which hangs from the knot 

of the weight to get it cooled and then, the test piece is tied with a wire which hangs from the 

knot of the wight balance such that the test piece should remain completely immersed in the 

water in the beaker. 

Thus dry weight (D), suspended weight (S) and soaked weight (W) is calculated for the test 

specimen. Dry weight (D) should be calculated by drying the test specimen for overnight. 

Suspended weight (S) and soaked weight (W) is measured. The apparent porosity (AP) is then 

calculated by the following equation. 

A.P.= 𝑾−𝑫
𝑾−𝑺

*100 % 

b) Bulk Density 

Bulk density is a property of powders, granules, and other “divided” solids, especially used in 

reference to mineral component (soil, gravel), chemical substances, (pharmaceutical) ingredients, 

foodstuff, or any other or particular matter. It is defined as the mass of many particles of the 

material divided by the total volume they occupy. The total volume includes particle volume, 

inter-particle void volume, and internal pore volume. 

This method of determining bulk density is preferable for specimens which are branded deeply 

or are irregular in contour. It is more than the direct measurement method. 

The dry weight (D), suspended weight (S) and soaked weight (W) is calculated for the test 

specimen. Dry weight (D) should be calculated by drying the specimen for overnight. 

Suspended weight (S) and soaked weight Weight (W) are measured by water displacement 

method. Bulk density is calculated in gm/cm3. The bulk density is given by the formula. 

BD= 𝑫
𝑾−𝑺 

 𝒈𝒎/𝒄𝒄 
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c)  Shrinkage 

The diameter of the samples was measured before firing (a) and after firing (b). Then it is 

calculated by ((b-a)/a)*100. It is calculated in percentage. 

𝑺𝒉𝒓𝒊𝒏𝒌𝒂𝒈𝒆 =
𝒃 − 𝒂

𝒂 
∗ 𝟏𝟎𝟎 % 

 

d) Scanning Electron Microscopy (SEM) 

A scanning electron microscope (SEM) is a type of electron microscope that produces an image 

of a sample by scanning it with a focused beam of electrons. The electrons with atoms in 

thesample, producing various signals that contain information about the samples surface 

topography and composition. 

Samples were first broken into a thin plate. 

Then samples were chemically etched.  Chemical etching was carried out by treating the sample 

surface using 40vol% HF for 1min.  The etched surface was washed by 1:1 water and rectified 

spirit mixture in a ultrasonic cleaner. 

Sample is  coated with the platinum nanoparticle to make the surface conductive. Then  SEM 

pictures were taken and grain composition was found out by EDXA. 

 

e) Energy Dispersive X-ray Analysis (EDX) 

Energy-dispersive X-ray spectroscopy (EDS, EDX, EDXS or XEDS), sometimes called energy 

dispersive X-ray analysis (EDXA) or energy dispersive X-ray microanalysis (EDXMA), is an 

analytical technique used for the elemental analysis or chemical characterization of a sample. It 

relies on an interaction of some source of X-ray excitation and a sample. Its characterization 

capabilities are due in large part to the fundamental principle that each element has a 

unique atomic structure allowing a unique set of peaks on its electromagnetic emission spectrum. 

EDS makes use of the X-ray spectrum emitted by a solid sample bombarded with a focused 

beam of electrons to obtain a localized chemical analysis. All elements from atomic number 4 

https://en.wikipedia.org/wiki/Elemental_analysis
https://en.wikipedia.org/wiki/Characterization_(materials_science)
https://en.wikipedia.org/wiki/X-ray_generator
https://en.wikipedia.org/wiki/X-ray
https://en.wikipedia.org/wiki/Sample_(material)
https://en.wikipedia.org/wiki/Atom
https://en.wikipedia.org/wiki/Emission_spectrum
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(Be) to 92 (U) can be detected in principle, though not all instruments are equipped for 'light' 

elements (Z < 10). Qualitative analysis involves the identification of the lines in the spectrum 

and is fairly straight forward owing to the simplicity of X-ray spectra. Quantitative analysis 

(determination of the concentrations of the elements present) entails measuring line intensities 

for each element in the sample and for the same elements in calibration Standards of known 

composition. 

e) Slag Corrosion Test of Refractories  

Slag attack is particularly important. The structural strength of the refractory may be critically 

reduced by the solvent action of liquid slags. The slag attack on the refractories in contact may 

be in two ways: Corrosion - It is the wear and tear of refractories caused by a static chemical 

attack of slag.i.e. the process of breaking and washing away of refractory materials by molten 

slag. 

First, we have prepared cylindrically shaped specimens having a diameter 25mm. Then we make 

10mm hole at the center and Depth around 2/3rd of specimens. Fired the sample according to the 

schedule. 

Now, the fired samples are 2/3 filled with BF slag and fired at 14500C for 2 Hrs. The corroded 

samples are cut into two pieces by the help of cutting machine. Then the diameter of the 

penetration of the samples are observed and measured by a vernier scale. 
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CHAPTER 5 
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5. Results and discussion: 

Stage-I 

The physic-chemical properties of the sillimanite and bauxite are presented in Table-3.  

Impurities in sillimanite is relatively low which constituted of only 1.64 wt.% with respect to 

bauxite one (12.59wt. %).  Specific gravity of sillimanite is 3.24 higher than that reported by 

Grimshaw (3.08). [26] Mole ratio of Alumina to silica ratio is 1:1.1 means silica rich sillimanite.  

The powder X-ray shows small peaks of quartz with main sillimanite phase.  FTIR spectra of 

sillimanite shown in fig 3, shows the characteristics transmittance peak at of sillimanite 1185cm-

1. [14] FTIR of SB4 and SB5 shows the absence of sillimanite characteristics transmittance peak 

at 1185cm-1, confirms the total decomposition of sillimanite at this temperature. 

 

Table 3: Physio-chemical properties of raw materials 

Composition Sillimanite Bauxite 

Al2O3 59.46 58 

SiO2 38.9 5.4 

TiO2 0.36 1.56 

Fe2O3 0.72 1.72 

CaO 0.56 1.6 

MgO ---- 0.1 

P2O5 ----- 1.0 

Na2O ------ 0.15 

LOI ------ 28 

Specific Gravity 3.24 2.46 

Crystalline phases present 

Major 

Minor 

 

Sillimanite 

Quartz 

 

Gibbsite 

Anatase 
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Main detrimental impurities present in bauxite are CaO, Fe2O3 and TiO2 totalling about 12.59% 

on loss free basis. Specific gravity of bauxite is 2.46 little bit higher than that reported by 

Grimshaw (2.3-2.4) may be due to the presence of high density anatase. [26] Gibbsite is the main 

crystalline phase along with anatase minor phase.  Linear shrinkage (%) as function of bauxite 

content (wt.%) is shown in Fig 4. Maximum shrinkage is observed at 1600oC with highest 

bauxite containing batch (SB5). Generation of large volume of liquid phase from impurity 

present with higher amount of bauxite helps in particle rearrangement and effective packing 
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Fig 3: FTIR spectra of raw sillimanite and sintered batch fired at 1550oC/2hr 

of particles leading to highest shrinkage (14%).  (Fig 5) shows the relationship between BD and 

wt. % of bauxite.  Higher the bauxite higher is the BD at all three-sintering temperature.  But the 

change in BD from 40% to 50% bauxite content is steep with respect to the other bauxite content 

batch.  This is may be due to the corundum phase present in the SB5 batch which was detected in 

powder XRD.  Highest BD of 2.82 gm/cc was achieved with 50% bauxite batch (SB5).  AP 

versus bauxite content also reflects (Fig 6) the above observation.  Larger volume of low melting 

low viscous glassy phase formed due to presence of higher impurity in bauxite (12.59%) at 

1600oC accelerates the pore removal of SB5 batch. 
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Fig 4: Effect of linear shrinkage (%) on the bauxite content at different sintering 

temperature 
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Fig 5: Variation of Bulk Density (BD) with the bauxite content at different sintering 

temperature 
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Fig 6: Variation of Apparent Porosity (AP) as function of bauxite content at different 

sintering temperature 

Fig 7 is the powder XRD of SB4 and SB5 samples sintered at 1600oC/2hrs.  SB4 shows mullite 

as the only main crystalline phase but SB5 containing 50wt% bauxite shows mullite as 

crystalline phase with few peaks of corundum 
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Fig7: Powder XRD pattern of samples sintered at 1550oC/2hrs 
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Fig 8 is the secondary electron image of chemically etched fracture surface of SB4 batch sintered 

at 1600oC/2hr.  Elongated columnar shaped grains are mullite.  Elongated mullite grains are 

interlocked.  The energy dispersive x-ray analysis shows the presence of titanium, iron, calcium, 

magnesium, sodium in mullite grains suggesting mullite forms solid solution with these oxides.  

Glassy phase is also observed with dark colour.  

 

 

 

 

 

 

Fig 8: Secondary electron image and EDX of SB4 sample sintered at 1600oC/2hrs. 

 

Fig 9 is the secondary electron image of SB5 batch sintered at 1600oC/2hr.  Columnar shaped 

grains are mullite.  Equiaxed grains are corundum.  EDX analysis shows the amount of titanium, 

iron, calcium, magnesium, sodium is much high in mullite grain with respect to that in corundum 

grains.   

   

 

 

 

 

 

 

 

Fig 9: Secondary electron image and EDX of SB5 sample sintered at 1600oC/2hrs 



Page | 36  
 

Stage -II 

From the stage one, we got best properties from alumina rich batch (SB5), that’s why we choose 

SB5 batch and stoichiometric batch (SB4) for next stage. 

The chemical analysis of the sintered sample is  shown in Table 4. The chemical analysis 

confirms the presence of excess alumina after formation of stoichiometric mullite.    

Table 4: Chemical composition of sintered aggregates fired at 1650℃ 

Parameter (%) SB4-Z0 SB5-Z0 
LOI 0 0 

Al2O3 67.24 70.05 
Fe2O3 2.11 2.64 
TiO2 1.37 1.83 
CaO 1.51 1.51 
SiO2 27.77 23.97 

 

Densification results can be confirmed by measuring linear shrinkage of the compacts. Batches 

without any ZrO2 shows lower shrinkage (fig10-a,b) with respect to the zirconia containing 

batches. On increasing firing temperature diametral  shrinkage increases. Maximum shrinkage 

was observed with 50% bauxite containing batch with 5% ZrO2 content. The value is 15.41% at 

1650℃/2hrs. 
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Fig 10(a): Effect of linear shrinkage (%) on the zirconia content and different sintering 

temperature on 40% bauxite content batch. 
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Fig 10(b): Effect of linear shrinkage (%) on the zirconia content and different sintering 

temperature on 50% bauxite content batch. 

 The shrinkage value also is also corroborated the value of apparent porosity (fig11-a,b). 

Minimum AP was observed in 50% bauxite batch with 5% ZrO2 content batch. High percentage 

zirconia batch may have some pinning effect at the grain bouderies of mullite and corundum 

resulting in uniform grain size.  
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Fig 11(a): Variation of Apparent Porosity (AP) as function of zirconia content at different 

sintering temperature on 40% bauxite batch 
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Fig 11(b): Variation of Apparent Porosity (AP) as function of zirconia content at different 

sintering temperature on 50% bauxite batch 

The bulk density (BD) (fig12-a,b) of zirconia containing batches are high due to the high density 

of m-ZrO2 (5.85 gm/cc) with respect to mullite (3.16 gm/cc) and corundum (3.99 gm/cc). BD of 

40% bauxite containing 5 wt.% ZrO2 is low (2.83 gm/cc) with respect to that of 50%Bauxite 

containing corundum along with mullite phase. 
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Fig 12(a): Variation of Bulk Density (BD) with the zirconia content at different sintering 

temperature in 40% batch 
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Fig 12(b): Variation of Bulk Density (BD) with the zirconia content at different sintering 

temperature in 50% batch 

The powder x-ray diffraction of SB4-Z5 & SB5-Z5 is displayed in fig-13. Zirconia added to both 

the batches are present as m-Zirconia (01-083-0944). SB5-Z5 batch contain corundum (00-005-

0712) along with and m-zirconia. And the major phases are mullite (01-074-2419). 
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Fig 13: Powder XRD pattern of samples sinteredat 1650oC/2hrs 

FTIR of SB4-Z5 and SB5-Z5 shows (fig-14) the presence of double transmittance peaks at 1164 

and 1135 cm-1 ( Al-O & Si-O bond stretching vibration modes) assigned to mullite shows the 



Page | 40  
 

formation of this phase from sillimanite [1]. Bonds at 1185 and 950 cm-1 (Al-O & Si-O bond 

stretching vibration modes) are absent confirms the complete decomposition of sillimanite to 

mullite. 
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Fig 14: FTIR spectra of raw sillimanite and sintered batch fired at 1650oC/2hr 

Fig-15 is the secondary electron image of chemically etched fractured surface of SB4 batch 

sintered at 1650℃. Elongated , rounded cornered  columnar shaped grains are mullite. Glassy 

phases are present in the pockets. Black phases may be pores.  

 

 

 

 

 

 

 

Fig 15: Secondary electron image of SB4-Z0 sample sintered at 1650oC/2hrs. 



Page | 41  
 

Fig-16 is the secondary electron image of chemically etched fractured surface of SB4 with 3 

wt% zirconia (SB4-Z3). Mullite grains are angular, equiaxed and small with respect to the 

previous one.The structure is  also compact than the previous one. Glassy phases (granular) 

arealso observed in the inter-granular space. Grain to grain direct bonding is also notice here. 

The presence of zirconia changes the morphoslogical of the crystalline phases ( changing 

rounded shaped grain to angular shaped one). 

 

 

 

 

 

 

 

Fig 16: Secondary electron image of SB4-Z3 sample sintered at 1650oC/2hrs. 

Fig-17 is the back scattered electron image (BSE) of SB4 batch with 3wt% zirconia. Bright 

white phases are zirconia wheares angular slate coloured grain are mullite crystals. Direct 

bonded mullite grains are present. Granular glassy phase is noticed in between the mullite grains. 

 

 

 

 

 

 

 

Fig 17: Back Secondary electron image of SB4-Z3 sample sintered at 1650oC/2hrs. 
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Fig-18 is the secondary image of 50% bauxite containing sillimanite batch sintered at 1650℃/ 

2hr. Here the amount of glassy phase is higher with respect to the 40% bauxite batch. The 

microstructure is compact with low porosity. The mullite grains are rounded cornered elongated. 

 

 

 

 

 

 

 

 

Fig 18: Secondary electron image of SB5-Z0 sample sintered at 1650oC/2hrs. 

With the addition of 3 wt% of zirconia to the 50wt% bauxite containing batch (fig-19), the grain 

size are smaller one with respect to the previous one. Here aspect ratio is high and equiaxed grain 

may be corundum. Pores are not observed here and the structure is compact. 

 

 

 

 

 

 

 

Fig 19: Secondary electron image of SB5-Z3 sample sintered at 1650oC/2hrs. 
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Furthur addition of ZrO2 (batch SB5-Z5) shows much more elongated mullite with high aspect 

ratio with sharp corner (fig-20). Here the mullite grains are interlocked. Glassy phase (granular) 

are present in between the crystalline phases. Though it has more glassy phase respect to 40% 

batch but for this interlocked structure, it has higher CCS value. 

 

 

 

 

 

 

 

Fig 20: Secondary electron image of SB5-Z5 sample sintered at 1650oC/2hrs. 

 

 

 

 

 

 

 

 

Fig 21: Back Secondary electron image of SB5-Z5 sample sintered at 1650oC/2hrs 

Back scattered electron image (fig-22) at low magnification confirmed the uniform distribution 

of zircon within the matrix.  
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Fig 22: Back Secondary electron image of SB5-Z5 sample sintered at 1600oC/2hrs 

Fig-23 shows the bar chart of slag corrosion resistance of the samples. The figure  showed the 

highest slag resistance in 50% bauxite batch with 5% zirconia. And the 40% bauxite batch 

without zirconia showed the lowest resistance.   This may be due to the presence of  higher 

amount of porosity in 40% bauxite batch. But zirconia added batches in both 40% and 50% 

batches showed better slag resistance.  The high resistance may be due to the presence of 

zirconia at the grain boundary. 

 

 

 

 

 

 

 

 

 

Fig 23: Slag corrosion resistance of sintered samples at 1450oC/2hrs 
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                                (a)                                                                                   (b) 

Fig 24: Cut surface photograph of 40% bauxite containing batch with 0% zirconia (a) and 

5% Zirconia (b) after slag corrosion test 

 

 

 

 

 

 

 

 

 

                                                                                                                      

(a)                                                                                      (b) 

Fig 25: Cut surface photograph of 50% bauxite containing batch with 0% zirconia (a) and 

5% Zirconia (b) after slag corrosion test      
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6. Summary & Conclusion 
Mullite ceramics can be prepared from beach sand sillimanite fine after addition of natural 

bauxite as alumina source.  Higher amount bauxite facilitates the higher sintering rate by 

providing high amount of liquid phase forming oxide present in bauxite. 

Zirconia addition improved the densification as well as the bulk density and it also reduced the 

apparent porosity. The batch with 5% zirconia and 50% bauxite showed the lowest porosity, 

highest shrinkage and highest bulk density when sintered at 1650℃. With the higher amount of 

zirconia bulk density and shrinkage also incresed. But it takes higher sintering temperature to 

densification. 

FTIR of samples shown the presence of double transmittance peaks at 1164 and 1135 cm-1 ( Al-

O & Si-O bond stretching vibration modes) assigned to mullite shows the formation of this phase 

from sillimanite. Bonds at 1185 and 950 cm-1 (Al-O & Si-O bond stretching vibration modes) are 

absent confirms the complete decomposition of sillimanite to mullite. 

High percentage of bauxite addition developed corundum along with mullite crystalline phase. 

XRD peak showed the presence of mullite (3Al2O3.2SiO2) phase, corundum (α-Al2O3) phase in 

50% bauxite batch and in zirconia added batch, monoclinic zirconia (m-ZrO2) phase. 

Elongated columnar shaped mullite grains were observed in SEM of chemically etched fracture 

surface. Back scattered electron image (BSE) shows the bright white phases are zirconia wheares 

angular slate coloured grain are mullite crystals. The presence of zirconia changes the 

morphology of the crystalline phases ( changing rounded shaped grain to angular shaped one). 

Glassy phases (granular) are also observed in the inter-granular space. Furthur addition of ZrO2 

shows much more elongated mullite with high aspect ratio with sharp corner. Low magnification 

image confirmed the uniform distribution of zirconia within the matrix. 

The EDX analysis shows that the detrimental impurities present in bauxite forms solid solution 

with mullite. Small amounts of Ti, Fe, Ca, Mg and Na are also detected in corundum grain in 

higher bauxite content batch (50%).  

Zirconia addition showed higher amount of slag corrosion resistance than the non-zirconia 

batches. PCE shows that the samples can withstand up to 1800℃. 
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ABSTRACT 
 
 

In this paper, we have studied various clustering algorithms and 

implemented K-means clustering algorithm and Fuzzy-C means 

clustering algorithm on some random images. Then, we have 

studied the results and presented a comparative analysis of how 

effective both these algorithms are in terms of image 

segmentation.  

Most automatic pictorial pattern identification and scene analysis 

tasks use image segmentation as a necessary first step. In practice, 

image segmentation is the assignment of each image pixel to one 

of the picture sections. Over the last three decades, image 

segmentation has been the focus of a lot of studies. It separates 

an image into discrete regions with the high similarity between 

pixels in each zone and high contrast between regions.  

  It is useful in a variety of fields, including health care, image 

processing, traffic image analysis, and pattern identification.  

 



Image segmentation approaches include threshold-based, 

edgebased, cluster-based, and neural network-based.  

Clustering is one of the most efficient strategies among the various 

techniques. K-means clustering, Fuzzy C-means clustering, 

mountain clustering method, and subtractive clustering method 

are all examples of clustering.  

Clustering is the process of looking for unique groupings of 

features in a feature space. It is envisaged that these groups will 

have distinct structures that can be distinguished. The data is 

partitioned into a number of partitions, which are volumes in the 

n-dimensional feature space, by the clustering task. K-means 

clustering is a popular clustering algorithm as it is simple and 

computationally faster. The Fuzzy C-Means (FCM) technique is 

another popular fuzzy clustering algorithm. FCM (fuzzy c-means) 

is a clustering approach that allows one piece of data to belong to 

two or more clusters.  
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1. INTRODUCTION 
 

Image segmentation is a subset of digital picture processing that 
focuses on dividing an image into distinct portions based on its 
characteristics and attributes. The basic purpose of picture 
segmentation is to make the image simpler so that it can be 
analyzed more easily. Picture segmentation is the process of 
dividing an image into segments with comparable 
characteristics. Image Object refers to the sections of the image 
that you divide. 
 
You can separate and group certain pixels from an image using 
image segmentation algorithms, assign them labels, then 
categorize additional pixels based on these labels. 

 
You can draw lines, establish borders, and separate specific 
objects (important components) from the rest of the objects in a 
picture (unimportant components). 

  
For both supervised and unsupervised training in machine 
learning, you can use the labels created from image 
segmentation. You'd be able to solve a variety of business issues 
as a result of this. 

 

 

 



 

1.1 IMAGE SEGMENTATION 

An image is made up of pixels and Google says segmentation 
means the act of dividing something into different parts. Now for 
an image, the different parts are the different objects in that 
image. 

The objects are made up of  groups of pixels with similar 
characters which can be Gray level, color, texture, and many 
other qualities. So image segmentation is the process of 
partitioning a digital image into multiple segments made up of 
pixels of similar properties.  

The purpose of segmentation is to make an image more 
intelligible and easier to examine by simplifying and/or changing 
its representation. We have to work on that image at the end of 
the day. 

 

1.2  APPLICATIONS OF IMAGE SEGMENTATION 

Image is a very interesting topic to work on,  we also can’t ignore 
the fact that it has several applications related to the real world 

It is a large aspect of computer vision and is used in several 
areas:- 

 

 



x Face Recognition 
x Number Plate Recognition 
x Medical Imaging 
x Object Recognition 

Like face recognition, in our phones we have face lock features 
what it does is stores the unique properties of the owners face 
and matches it with the face that tries to unlock it, if it does not 
match it shows an error 

If one breaks a traffic rule and is relaxed just because he/she was 
not seen by any police, then he/she is living a myth and it will be 
broken when he/she will receive a message of traffic challan. 
Thanks to technology we can do so and decrease the number of 
rule-breakers. 

It plays a very important role in medical imaging, it can be used 
to identify different parts of our brain, we can use it to find the 
irregular cells which can or are causing the disturbance in our 
body. 

It can also be used to identify a specific object differentiating it 
from others,identify lines curves,remove background and many 
more. 

 

1.  
2.  
3.  



 

1.2.1  TYPES OF IMAGE SEGMENTATION 

● Histogram-based segmentation.  
 

● Region-based segmentation  
○ Edge detection 
○ Region growing 
○ Region splitting and merging 

 
● Clustering-based segmentation 

○ K-means clustering 
○ Fuzzy C- means clustering 

 
● Neural Networks for Segmentation 

 

1.3  CLUSTERING 

A clustering algorithm separates an image into clusters (disjoint 
groups) of pixels with comparable properties, as the name 
implies. It would divide the data items into clusters, with the 
components in one cluster being more similar to the elements in 
other clusters. 

Fuzzy c-means (FCM), k-means, and enhanced k-means 
algorithms are some of the most used clustering techniques.  

 



 

The k-means clustering algorithm is commonly used in picture 
segmentation because it is simple and efficient. 

The FCM method, on the other hand, divides pixels into separate 
groups based on their degree of membership. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

2. TYPES OF CLUSTERING ALGORITHMS 

There are various types of clustering algorithms and improvised 
versions of them. In this paper, we’ll study and review K-means 
clustering algorithm and Fuzzy-C means clustering algorithm. 

 
2.1 K-MEANS CLUSTERING:  

 
The K-means clustering technique is a well-known and effective 
unsupervised machine learning algorithm. Many complex 
unsupervised machine learning issues are solved with it. Let's 
have a look at the points we'll be discussing before we get 
started. 

 
Assume you're given a data set with a set of features but no 
labels for each observed sample. A supervised algorithm like 
Support Vector Machines, which trains a hypothesis function to 
predict labels given features, requires labels. As a result, we are 
unable to conduct supervised learning. What options do we 
have? 
 
Finding groups of data in our dataset that are similar to one 
another — what we call clusters — is one of the easiest activities 
we can perform on a data set without labels. 

 

 



 

2.1.1 Features: 

1. Unsupervised learning 
2. Hard clustering algorithm 
3. Produces k number of clusters 
4. Fast computational speed 
5.  

2.1.2 K-Means Algorithm: 

The K-means algorithm is an iterative algorithm that attempts 
to partition a dataset into K distinct non-overlapping subgroups 
(clusters), with each data point belonging to only one of these 
groups.  

It aims to make intra-cluster data points as comparable as 
possible while maintaining clusters as distinct (far) as possible. It 
distributes data points to clusters in such a way that the sum of 
the squared distances between them and the cluster's centroid 
(arithmetic mean of all the data points in that cluster) is as small 
as possible.  

      Within clusters, the less variance there is, the more homogenous    
(similar) the data points are. 

The following is how the K-means algorithm works: 

1. K is the number of clusters to specify. 
2. Initialize the centroids by shuffling the dataset and then 

picking K data points at random for the centroids without 
replacing them. 



3. Continue iterating until the centroids do not change. i.e. the 
clustering of data points does not change. 

 

 

Fig. 1. Pseudo-code of K-means algorithm 

 

 

 

 

 



 

2.1.3 CHOICE OF K 

 

Fig. 2. Graph representing Elbow method  

The optimal number of clusters into which the data can be 
grouped is a crucial stage in any unsupervised technique. One of 
the most prominent approaches for determining the ideal value of 
k is the Elbow Method. 

 2.1.4 DISADVANTAGES OF K-MEANS CLUSTERING 

x Appropriate choice of k is very important 

x Only works on numerical data 

x Shows poor results with irregularly shaped clusters 

x Mediocre performance if the parameters are fuzzy 



 

2.3. FUZZY C MEANS CLUSTERING     
ALGORITHM 

The Fuzzy C-Means (FCM) algorithm [S] is the most popular in 
fuzzy clustering. FCM (fuzzy c-means) is a clustering technique 
that allows a single piece of data to belong to two or more 
clusters.  

A traditional clustering algorithm finds a “hard partition” of a 
given dataset based on certain criteria that evaluate the partition's 
goodness. The term "hard partition" refers to the fact that each 
datum belongs to exactly one cluster of the partition. Fuzzy C-
Means algorithm is a soft clustering algorithm, unlike K-means 
which is a hard clustering algorithm.  

The soft clustering algorithm, on the other hand, finds a “soft 
partition” of a given dataset. In a “soft partition,” a datum can be 
assigned to multiple clusters in part.  

 

2.3.1 ALGORITHM FLOW OF FUZZY C MEANS 

The Fuzzy C Means algorithm assigns membership to every data 
point that corresponds to each cluster center based on how 
distant the cluster center is from the data point. The closer the 
data is to the cluster center, the more its membership with that 
cluster center. Obviously, the sum of each data point's 
membership should equal one. After each iteration, update the  



membership and cluster centers according to the formula given  

below:  

 

 
where, 

'n' is the number of data points. 

'vj' represents the jth cluster center. 

'm' is the fuzziness index m € [1, ∞]. 

'c' represents the number of cluster centers. 

 'µij' represents the membership of ith data to jth cluster center. 

'dij' represents the Euclidean distance between ith data and jth cluster center. 
 
 
The main objective of fuzzy c-means algorithm is to minimize: 
Where, '||xi –vj||' is the Euclidean distance between ith data and jth 
cluster center 

 
 
 
 
 
 
 
 
 
 
 



 

Algorithmic steps for Fuzzy c-means clustering 

 

Fig. 3. Flow chart of Fuzzy-C means algorithm 

Let X = {x1, x2, x3 ..., xn} be the set of data points and V = 
{v1, v2, v3 ..., vc} be the set of centers. 

1) Randomly select ‘c’ cluster centers. 

2) Calculate the fuzzy membership 'µij' using: 

3) Compute the fuzzy centers 'vj' using: 

4) Repeat step 2) and 3) until the minimum 'J' value is achieved 
or ||U(k+1) - U(k)|| < β. 



where 

‘k’ is the iteration step. 

‘β’ is the termination criterion between [0, 1]. 

‘U = (µij)n*c’ is the fuzzy membership matrix. 

‘J’ is the objective function. 

Parameters: 

The following parameters must be specified before using the 
FCM algorithm: 

● c, the number of clusters 
● m, the fuzziness exponent 
● the tolerance for termination 

 

2.3.2 ADVANTAGES AND DISADVANTAGES OF 
USING FUZZY C MEANS CLUSTERING FOR 
IMAGE SEGMENTATION 

Unlike the k-Means algorithm where the data points exclusively 
belong to one cluster, in the case of the fuzzy c-means algorithm, 
the data point can belong to more than one cluster with a 
likelihood. Fuzzy c-means clustering gives comparatively better 
results for overlapped data sets. Due to the same reason, the 
Fuzzy c-means (FCM) algorithm is the most popular method 
used in image segmentation.  



 

Although the Fuzzy C-means clustering algorithm is quite 
efficient as an image segmentation technique, it is sensitive to 
image noise. [10] Other limitations include the slow 
implementation (it is slower than K-means), prior random 
selection of clusters, initializing cluster centers, etc.  

 

2.3 LITERATURE REVIEW ON IMAGE 
SEGMENTATION USING FUZZY-C MEANS 
ALGORITHM 

Pingale et al [5] propose a method where brain tumor images 
procured from MRI scans of patients are fed into a Median 
filtering algorithm to cancel all unwanted noises. Then, the K-
means algorithm is applied on noise filtered brain tumor images. 
It is said that the areas having higher intensity values are 
supposed to contain a tumor. After implementing K means 
clustering on the image, Fuzzy C- means segmentation is 
implemented on the resultant image. Lastly, thresholding 
segmentation is applied and the tumor part in the MRI image is 
shown. They have also applied approximate reasoning to 
calculate brain tumor area and SVM classification to detect the 
stage of brain tumor from the tumor area. 

Keerthana et al [3] has employed the Fuzzy C-Means clustering 
algorithm to segment the brain stroke region from the input MRI 
scan image via three different clustering classes. In addition to 
that, their proposed segmentation work has also calculated the  



 

stroke size on the basis of pixel intensity values. 

Kumar et al [4] have implemented a low-cost and efficient 
strategy to detect skin cancer quickly and accurately. In the 
proposed method, they have applied image segmentation using 
fuzzy C-means along with Local Binary Pattern (LBP), GLCM 
methods, and artificial neural network (ANN). Their results have 
been highly accurate at identifying skin cancer as compared to 
other traditional approaches in the domain. 

Karthikeyan et al [6] have worked with fuzzy c-means and K-
means clustering algorithms to come up with a method that 
automates the procedure of leukemia detection.  

As the traditional testing methods of leukemia are costly and 
time consuming, the proposed solution using image analysis via 
Fuzzy C means along with Gabor Texture Extraction, and 
Support Vector Machine, proves to be quite efficient in 
comparison. 

 

 

 

 

 

 



 

3. PROJECT IMPLEMENTATION AND   
EXPERIMENTAL RESULTS 
 
In this section, we shall discuss our implementation of the K-
means algorithm and Fuzzy-C-means algorithm using Python 
and analyze the output received via the respective algorithms. 
Then, we will be presenting a conclusion of the results of these 
algorithms.  

 
3.1 IMPLEMENTATION AND RESULTS OF 
COLOR-BASED K-MEANS ALGORITHM 

 
We have implemented the K-means algorithm using Python, 
Numpy, Matplotlib and OpenCV. The code has been run on 
several random input images and we have tested the 
segmentation on different ‘k’ values (k=3, 5, 20). 
Given below is the code snippet of our K-means implementation: 

 
 
 
 
 
 
 
 
 
 



 

 
Fig. 4. Code snippet of color-based K-means clustering algorithm [13] 

 
 
The following are the output results of our implementation of the 
K-means algorithm for image segmentation: 
 
 
 
 
 
 
 
 
 
 
 
 

 



 

 
(i) 

 
(ii) 

 

 
(iii) 

 
(iv) 

a. Original images       b. k=3      c. k=5  d. k=20 
 

Fig. 5. Comparison of image segmentation using k-means on real images 
named i) scene, ii) butterfly, iii) mountain, and iv) bird. 

 
 
 
 



 
The results presented above prove that with an increase in the 
value of K, the segmented image becomes clearer and more 
detailed because the K-means algorithm can classify more 
classes/clusters of colors.  

 
3.2 IMPLEMENTATION AND RESULTS OF 

FUZZY-C MEANS ALGORITHM 
 

We have implemented the Fuzzy-C means algorithm using 
Python, Numpy, Matplotlib, and OpenCV. The code has been 
run on several random input images (same images used for the 
K-means algorithm and we have tested the segmentation on a 
different number of clusters ‘c’ (c=3, 5, 20) but the same ‘m’ 
(fuzziness) value (m=2). 
Given below is the code snippet of our Fuzzy-C means 
implementation: 

 
a. 
 

 



 

 
b. 

Fig. 6. Code snippets of Fuzzy-C means algorithm 
 

 
The following are the output results of Fuzzy-C means 
implementation: 

 

 

 
 
 



 
 

a. Original images  b. c=3, m=2         c. c=5, m=2  d. c=20, m=2 
 

Fig. 7. Comparison of image segmentation using fuzzy-c means on real images 
named i) scene, ii) butterfly, iii) mountain, and iv) bird. 

 
Again, we see with increasing cluster numbers we obtain a more 
detailed and better-segmented result. Also, the results are crisper 
or more detailed as compared to k means. 
 

 
3.3 IMPLEMENTATION OF K-MEANS MEANS 
ALGORITHM ON MAMMOGRAPHY IMAGES 
In this section, we have implemented a modified form of the color-
based k-means code that works for black and white images as well. 
Then, we run the code on certain mammogram images[14]. Given 
below is the snippet of the code used: 
 
 
 
 
 
 
 
 
 



 

 
Fig 8: Code Snippet of K-means algo for black and white images 

 
Given below are the results we get after running the above code on 
some sample mammography images [14]: 

 
                 a.                                                              b. 

 
                    c.                                                            d. 

 



 
Fig 9.  Image Segmented Results on Mammogram images when k=3 a. Benign 

Tumor b. Malignant c. Malignant d. Benign [14] 
 

 
                          a.                                                    b. 

 
                            c.                                           d. 

Fig 10.  Image Segmented Results on Mammogram images when k=5 a. 
Benign Tumor b. Malignant c. Malignant d. Benign [14] 

 
 
 
 
 
 
 
 
 

 
                        a.                                                    b. 



 
  c.                                           d. 

Fig 11.  Image Segmented Results on Mammogram images when k=10 
a. Benign Tumor b. Malignant c. Malignant d. Benign [14] 

 
 

3.4 IMPLEMENTATION OF FUZZY-C MEANS 
ALGORITHM ON MAMMOGRAPHY IMAGES 

 
Next, we have run the above Fuzzy-C means code on several 

mammogram images and presented the results below: 

 
                  a.                                                                b. 

 
 

 
                   c.                                                             d. 

Fig 12.  Image Segmented Results on Mammogram images when c=3, m=2 a. 
Benign Tumor b. Malignant c. Malignant d. Benign [14] 

 
 
 



 

 
                       a.                                              b. 

 
                   c.                                                        d. 

Fig 13. Image Segmented Results on Mammogram images when c=5, m=2 a. 
Benign Tumor b. Malignant c. Malignant d. Benign [14] 

 

 
a.           b. 

 
        c.                                                        d. 
Fig 14. Image Segmented Results on Mammogram images when c=20, 

m=2 a. Benign Tumor b. Malignant c. Malignant d. Benign [14] 
 

From the images above, we can conclude that the results become 
clearer and far more detailed as we increase the value of ‘c’. 

 



 
 

      4. Canny Edge Detection 

Edge detection is a part of image segmentation. The 
effectiveness of many image processing and also computer 
vision tasks depends on the perfection of detecting meaningful 
edges. It is one of the techniques for detecting intensity 
discontinuities in a digital image.  
 
Edge detection is a difficult task in noisy images, since both the 
edges and noise hold high-frequency content. Efforts to reduce 
the noise result in unclear and distorted edges.  
 
Techniques used on noisy images are typically larger in scope; 
therefore they can share enough data to discount localized noisy 
pixels. This results in less perfect localization of the detected 
edges.  
 
In image processing, especially in computer vision, edge 
detection treats the localization of important variations of a gray 
level image and the detection of the physical and geometrical 
properties of objects of the scene. It is a fundamental process that 
detects and outlines an object and boundaries among objects and 
the background in the image.  

 
There are many edge detection techniques in the literature for 
image segmentation. The most commonly used discontinuity-
based edge detection techniques are Roberts edge detection, 
Sobel Edge Detection, Prewitt edge detection, Kirsh edge 
detection, Robinson edge detection, Marr-Hildreth edge 
detection, LoG edge detection and Canny Edge Detection. In this 
paper we have studied about Canny Edge Detection. 

 



 
 
Canny edge detection is a technique to extract useful structural 
information from different vision objects and dramatically 
reduce the amount of data to be processed. It was developed by 
John F. Canny in 1986. Canny also produced a computational 
theory of edge detection explaining why the technique works.  

 
The general criteria for edge detection include: 

1. Detection of edge with low error rate, which means that 
the detection should accurately catch as many edges 
shown in the image as possible 

2. The edge point detected from the operator should 
accurately localize on the center of the edge. 

3. A given edge in the image should only be marked once, 
and where possible, image noise should not create false 
edges. 

 
To satisfy these requirements Canny used the calculus of   
variations – a technique which finds the function which 
optimizes a given functional. The optimal function in Canny's 
detector is described by the sum of four exponential terms, but it 
can be approximated by the first derivative of a Gaussian. 

 
Among the edge detection methods developed so far, Canny 
edge detection algorithm is one of the most strictly defined 
methods that provides good and reliable detection. Because of its 
optimality to meet with the three criteria for edge detection and 
the simplicity of process for implementation, it became one of 
the most popular algorithms for edge detection. 

 
The process of Canny edge detection algorithm can be 

broken down to five different steps: 



 
1. Apply Gaussian filter to smooth the image in order to 

remove the noise 
2. Find the intensity gradients of the image 
3. Apply gradient magnitude thresholding or lower bound 

cut-off suppression to get rid of spurious response to 
edge detection 

4. Apply double threshold to determine potential edges 
5. Track edge by hysteresis: Finalize the detection of edges 

by suppressing all the other edges that are weak and not 
connected to strong edges. 

 

Gaussian filter 

Since all edge detection results are easily affected by the noise in 
the image, it is essential to filter out the noise to prevent false 
detection caused by it. To smooth the image, a Gaussian filter 
kernel is convolved with the image. This step will slightly 
smooth the image to reduce the effects of obvious noise on the 
edge detector. The equation for a Gaussian filter kernel of size 
(2k+1)×(2k+1) is given by: 

 
 Fig. 15.  Equation for a Guassian filter kernel of size (2k+1)x(2k+1) 
 
 

 Gradient calculation 
When the image is smoothed, the derivatives Ix and Iy are 
calculated w.r.t x and y axis. It can be implemented by using the  
 



 
Sobel-Feldman kernels convolution with image and after 
applying these kernel we can use the gradient magnitudes and 
the angle to further process this step. The magnitude and angle 
can be calculated as:  

 
                       Fig. 16. Gradient magnitude and angle 
 

Non-Maximum Suppression 

In order to reduce the duplicate merging pixels along the edges 
and to make them uneven, this step is used. For each pixel find 
two neighbors in the positive and negative gradient directions, 
supposing that each neighbor occupies the angle of pi /4, and 0 is 
the direction straight to the right. If the magnitude of the current 
pixel is greater than the magnitude of the neighbors, nothing 
changes, otherwise, the magnitude of the current pixel is set to 
zero. 

 
Double Thresholding 

Even after Non-maximum suppression, some edge pixels remain 
that are caused by noise and color variation. To account for these 
responses, it is essential to filter out edge pixels with a weak 
gradient value and preserve edge pixels with a high gradient 
value. The gradient magnitudes are compared with two specified 
threshold values, the first one is lower than the second.  
 
 



 
The gradients that are smaller than the low threshold value are 
suppressed, the gradients higher than the high threshold value are 
marked as strong ones and the corresponding pixels are included 
in the final edge map. All the rest gradients are marked as weak 
ones and pixels corresponding to these gradients are considered 
in the next step. 

 
 

Edge Tracking using Hysteresis 
 

To achieve an accurate result, the weak edges should be 
removed. Usually, a weak edge pixel caused by true edges will 
be connected to a strong edge pixel while noise responses are 
unconnected.  
 
To track the edge connection, blob analysis is applied by looking 
at a weak edge pixel and its 8-connected neighborhood pixels. 
Since a weak edge pixel caused by true edges will be connected 
to a strong edge pixel, pixel W with weak gradient is marked as 
edge and included in the final edge map if and only if it is 
involved in the same connected component as some pixel S with 
strong gradient. 
 
4.1 Implementation of Canny Edge Detector in Python 

 We have implemented Canny Edge Detector using Python, 
Numpy, Matplotlib, and OpenCV.  

 
The code has been run on several random input images and 

below is the code snippet of Canny Edge Detection algorithm:- 
 
 

 



 
                                                    a. 

 

 

                                                       b. 
Fig. 17. Code snippets of Canny Edge Detection Algorithm 

 
 
 



 
The following are the output results of Canny Edge Detection 
algorithm implementation:- 

 
            (a)                             (b)                         (c)                         

Fig 18. Comparison of Canny Edge Detection on Real Images named 
(a) scene (b) sunset (c) butterfly  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

5. CONCLUSION  

In this project, we have studied image segmentation, clustering 
algorithms, and implemented K-means and Fuzzy-C means 
algorithms. We have run the algorithms on several real-world 
images and presented the segmented image results for various 
conditions. The results have shown us that with increasing the 
value of ‘k’(number of clusters), we get better image 
segmentation.  

 
We have found that the Fuzzy-C means algorithm gives more 
detailed and better results as compared to K-means. In the case 
of Fuzzy-C means, a higher value of ‘c’, i.e. clusters, gives us 
more details in the segmented images. But, increasing the value 
of ‘m’ makes the segmented image quite distorted. 

 
 
 
 
 
 
 
 
 
 



 
6. FUTURE SCOPE 

 
In the near future, we would like to calculate the image 

segmentation time of both K-Means and Fuzzy-C means 
algorithms to provide a better comparison between the two. We 
want to test the algorithms on brain tumor MRI images as well 
and present a comparative study of the same and try to provide a 
modified and optimized code for better performance. 
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ABSTRACT 
 
 
 
 
 

• A data distributor has given sensitive data to a set of supposedly trusted 
agents. 

 
• Sometimes data is leaked and found in unauthorized place e.g., on the 

web or on somebody's laptop. 
 

• Data leakage happens every day when confidential business information 
are leaked out. 

 
• When these are leaked out it leaves the company unprotected and goes 

outside the jurisdiction of the corporation.  
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1. INTRODUCTION 
 
 
 

• Data leakage is defined as the accidental or unintentional distribution of 
private or sensitive data to an unauthorized entity. Data leakage can be 
defined as an event in which classified information, e.g. sensitive, 
protected or confidential data has been viewed, stolen or used by 
somebody who is not authorized to do so. 

 
• Data leakage poses a serious issue for companies as the number of 

incidents and the cost to those experiencing them continue to increase. 
 

• Data leakage is enhanced by the fact that transmitted data including 
emails, instant messaging, website forms, and file transfers among others, 
are largely unregulated and unmonitored on their way to their 
destinations.  
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1.1 WHAT IS DATA LEAKAGE 
 
 
 
 

x Data leakage is the unauthorized transmission of sensitive data or 
information within an organization to an external destination or recipient.�

�
x Sensitive data of companies and organization includes�

¾ intellectual property,
�

�
¾ financial information ,

�
�

¾ patient information, personal credit card data ,��

¾ and other information depending upon the business and the industry.
�

 
 
 
 
 
 
 
 
 
 
 
 

1.2 HOW DOES DATA LEAKAGE TAKE PLACE? 
 
 
 
 
 
 
� In the course of doing business, sometimes data must be handed over to 

trusted third parties for some enhancement or operations.
�

� Sometimes these trusted third parties may act as points of data leakage.
�

�
� Examples:��

• A hospital may give patient records to researcher who will devise 
new treatments. 

 
• A company may have partnership with other companies that 

require sharing of customer data. 
 

• An enterprise may outsource its data processing , so data must be 
given to various other companies.  
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� Owner of data is termed as the distributor and the third parties are called as 

the agents .
�

�

� In case of data leakage, the distributor must assess or judge the likelihood 
that the leaked data came from one or more agents, as opposed to having 
been independently gathered by other means.

�
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig 1: HOW DATA LEAKAGE TAKE PLACE  
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2. OBJECTIVES 
 
 
 
 

2.1 DATA LEAKAGE OBJECTIVES 
 
 
 
 

• A data distributor has given sensitive data to a set of supposedly trusted 
agents (third parties). 

 
• Some of the data is leaked and found in an unauthorized place (e.g., on 

the web or somebody’s laptop). 
 

• The distributor must assess the likelihood that the leaked data Came from 
one or more agents, as opposed to having been independently gathered by 
other means. 

 
• Some propose data allocation strategies (across the agents) that improve 

the probability of identifying leakages. 
 

• These methods do not rely on alterations of the released data (e.g., 
watermarks). In some cases we can also inject ―realistic but fake‖ data 
records to further improve our chances of detecting leakage and 
identifying the guilty party.  
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2.2 DATA LEAKAGE INCIDENTS  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig 2: DATA LEAKAGE INCIDENTS 
 
 
 
 

2.3 OUR GOALS 
 
 
 
 

• Our goal is to detect when the distributor's sensitive data has been leaked 
by agents, and if possible to identify the agent that leaked the data. 

 
• The objective of this project is to improve the probability of identifying 

leakages using Data allocation strategies across the agents and also to 
identify the guilty party who leaked the data by injecting "realistic but 
fake" data records.  
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3. EXISTING SYSTEM LIMITATIONS 
 

3.1 INTRODUCTION 
 
 

We consider applications where the original sensitive data cannot be 
perturbed. Perturbation is a very useful technique where the data are 
modified and made ―less sensitive‖ before being handed to agent. In 
some cases it is important not to alter the original distributor’s data. 

 
 
 
 

3.2 DATA LEAKAGE DETECTION STEPS 
 
 
 

3.2.1 WATERMARKING 
 
 

A unique code is embedded in each distributed copy. If that copy is later 
discovered in the hands of an unauthorized party, the leaker can be 
identified. The watermark is difficult for an attacker to remove, even 
when several individuals conspire together with independently 
watermarked copies of the data.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 3: EXAMPLE OF WATERMARKING  
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3.2.2 STEGANOGRAPHY 
 

Steganography is a technique for hiding a secret message within a larger 
one in such a way that others can't discern the presence or contents of the 
hidden message.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 4: STEGANOGRAPHY  
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3.3 PROCEDURE & LIMITATIONS 
 
 
 
 

3.3.1 PROCEDURES OF WATERMARKING  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 5: PROCEDURE OF WATERMARKING 
 
 
 
 

 

3.3.2 LIMITATIONS OF WATERMARKING 
 
 
� Watermarks can be very useful in some cases, but again, it involves some 

modification of the original data that is making the data less sensitive by 
altering attributes of the data.

��

� The second problem is that, these watermarks can sometimes be 
destroyed if the data recipient is malicious. E.g. A hospital may give 
patient records to researchers who will devise new treatments. Similarly, 
a company may have partnerships with other companies that require 
sharing customer data. Another enterprise may outsource its data 
processing, so data must be given to various other companies.

�
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4. PROPOSED SYSTEM 
 
 

• Our goal is to detect when the distributor's sensitive data has been leaked 
by agents, and if possible to identify the agent that leaked the data.  

• Perturbation is a very useful technique where the data is modified and 
made "less sensitive" before being handed to agents. We develop 
unobtrusive techniques for detecting leakage of a set of objects or 
records.  

• We develop a model for assessing the "guilt" of agents.  
• Finally, we also consider the option of adding "fake" objects to the 

distributed set. Such objects do not correspond to real entities but appear 
realistic to the agents.  

• In a sense, the fake objects acts as a type of watermark for the entire set, 
without modifying any individual members. If it turns out an agent was 
given one or more fake objects that were leaked, then the distributor can 
be more confident that agent was guilty.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 6:  PROPOSED SYSTEM  
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5. TYPES OF EMPLOYEES THAT MAY LEAK DATA 
 
¾ The security illiterate

��
• Majority of employees with little or no knowledge of security  
• Corporate risk because of accidental breaches 

¾ The unlawful residents
��

• Use the company IT resources in ways they shouldn’t  
• i.e., by storing music, movies, or playing games 

¾ The malicious/disgruntled employees
��

• Typically minority of employees  
• Gain access to areas of the IT system to which they shouldn’t  
• Send corporate data(e.g., customer lists, R&D, etc.) to third parties.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 7: TYPES OF EMPLOYEES  
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6. IMPACT OF ORGANIZATIONS 
 
 

• Financial reputational loss  
• Small leak & accumulate to big loss  
• Loss of customer employee private information  
• Loss of competitive position  
• consequences Lawsuits or regulatory  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 8: IMPACT OF ORGANIZATION  
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7. IMPLEMENTATION 
 
 

The system has the following  
x Data Allocation�
x Fake Object�
x Optimization�
x Data Distributor �

�
��

 

7.1 DATA ALLOCATION 
 
 

The main focus of our project is the data allocation problem as how 
can the distributor ―intelligently‖ give data to agents in order to 
improve the chances of detecting a guilty agent. 

 

7.2 FAKE OBJECT 
 
 

Fake objects are objects generated by the distributor in border to 
increase the chances of detecting agents that leak data. The 
distributor may be able to add fake objects to the distributed data in 
order to improve his effectiveness in detecting guilty agents. Our use 
of fake objects is inspired by the use of “trace” records in mailing 
lists. 

 
 

7.3 OPTIMIZATION 
 
 

The purpose of optimization is to achieve the “best” design relative 
to a set of prioritized criteria or constraints. These include maximizing 
factors such as productivity, strength, reliability, longevity, efficiency, 
and utilization. 

 
 

7.4 DATA DISTRIBUTOR 
 
 

A data distributor has given sensitive data to a set of supposedly 
trusted agents (third parties). Some of the data is leaked and found in 
an unauthorized place (Eg, On the web or somebody’s laptop). The  
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distributor must assess the likelihood that the leaked data came from 
one or more agents, as opposed to having been independently 
gathered by other means.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig 9: IMPLEMENTATION  
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8. MODULES 
 
 
 

8.1 ADMIN MODULE 
 

o Administrator has to logon to the system. 
 

o Admin can add information about a new user. 
 

o Admin can add/view/delete/edit the user details. Admin can create 
user groups and place users in it. 

 
 
 
 

8.2 USER MODULE 
 

o A user must login to use the services. 
 

o A user can send data sharing requests to other users. 
 

o A user can accept/reject data sharing requests from other users. 
 

o A user can trace the flow of its data i.e. can see what all users 
possess its data.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 10: ADMIN & USER MODULE  
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9. APPLICATIONS OF DATA LEAKAGE 
 

• It helps in detecting whether the distributor’s sensitive data has been 
leaked by the trustworthy or authorized agents.  

• It helps to identify the agents who leaked the data.  
• Reduces cybercrime.  
• Copy prevention & control.  
• Source tracking.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig 11: APPLICATION OF DATA LEAKAGE  
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10.DATA LOSS PREVENTION 
 
 
10.1 WHAT IS DATA LOSS PREVENTION ? 
 
9 Data loss prevention is a data security technology that detects potential 

data breach incidents in timely manner and prevents them by monitoring 
data in-use (end points), in-motion (network traffic) and at-rest (data 
storage) in an organization’s network. 

 
 
 
 
 

 
 
 

Fig 12: DATA LOSS PREVENTION 
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x What drives DLP Development? 
 
9 Regulatory Compliances Such as PCI, 

SOX,HIPAA,GLBA,SB1382 and etc. 
 

9 Confidential Information Protection. 
 

9 Intellectual Property Protection. 
 

x What Data Loss Incidents Does aDLP System Handle? 
 
9 Incautious Data Leak By An Internal Worker. 

 
9 Intentional Data Theft By An Unskillful Worker. 

 
9 Determined Data Theft By A Highly Technical Worker. 

 
9 Determined Data Theft By External Hackers Or Advanced 

Malwares Or APT. 
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� Data loss prevention(DLP): a set of tools and processes used to ensure 

that sensitive data is notlost, misused or accessed by unauthorized users. 
The goal is to stop informationssuch as intellectual property, financial 
data and employee or customer details from being sent, either 
accidentally or intentionally, outside the corporate network. 
 

 
� PERSONAL INFORMATION PROTECTION /COMPLIANCE :   

 
If your organization collect and store PERSONALLY IDENTIFIABLE 
INFORMATION (PII), PROTECTED  HEALTH  INFORMATION (PHI) , 
or PAYMENT CARD  INFORMATION(PCI) etc. 
 
If so, you are more than likely subject to compliance regulations, such as 
HIPAA (for PHI) and GDPR (for personal data of EU residents), that 
require you to protect your customers’ sensitive data. 
 
Data Approaches : 
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10.2 DIFFERENT STATES OF DATA IN DLP: 
  
� Data in-use (end points) 

 
¾ E mail 
¾ Network Accessing 
¾ Wireless Systems 

 
� Data in-motion (network traffic) 

 
¾ Portable Media(USB) 
¾ Removable Media(USB) 
¾ Authorized Abuse 

 
� Data at-rest (data storage) 

 
¾ File Sharing 
¾ Web Uploads 
¾ 1M 
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10.3 TYPES OF DLP: 
 
 
¾ NETWORK  DLP (applies to data in-motion):- 

 
9 Network DLP protects the information’s you send over your network or 

the internet depending on how it is designed. This protects the user when 
he/she sends sensitive information like credit card numbers, SSN etc. 
 

o DRAWBACK OF NETWORK DLP:   
 

9 It will not protect data on devices that are not on the organization network 
9 Does not have capability to decrypt encrypted tunnels 
9 High cost organizations to deploy only at network check points instead of 

throughout the network 
 
 

¾ END POINT DLP (applies to data in-use and data in rest):- 
 

9 Protects the data on the user’s laptop 
9 An agent is installed an end-system 
9 Allows more degree of protection than NDLP 

 
o DRAWBACK OF END POINT DLP: 

 
9 Complexity 
9 Agent management 

 
 

¾ HYBRID DLP (deploy both End point DLP and Network DLP):- 
 

9 Costly and most complex approach 
9 Offers the best coverage and protection 
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10.4 NECESSARY STEPS IN DLP: 
 

x To protect against confidential data theft and loss, a multi-layered security 
foundation is needed- 
 
 

9 Control/limit access to the data - firewalls, remote access controls, network 
access controls, physical security controls  
 

9 Secure information from threats - protect perimeter and endpoints from 
malware, botnets, viruses, DOS, etc. with security technology  
 

9 Control use of sensitive data once access is granted—policy-based content 
inspection, acceptable use, encryption 
 

� Cisco 's Solution or Data Loss Prevention- 
 
 

9 Build a secure foundation with a Self-Defending Network 
 

9 Integrate DLP controls into security devices to protect data and increase 
visibility while decreasing the complexity and total cost of ownership of 
DLP deployments 

 
 

  
 

Fig 13: PROTECTION OF USER DATA 
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Fig 14: CLASSIFICATION OF DLP 
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  10.5 APPLICATIONS OF DLP:- 
 

• It helps in detecting whether the distributor’s sensitive data has been leaked 
by the trustworthy or authorized agents. 

• It helps to identify the agents who leaked the data 
 

• Reduces cybercrime 
 

• It helps to detect and prevent data breaches, exfiltration, or unwanted 
destruction of sensitive data etc. 
 
 
 

 
 
 
 

Fig 15: APPLICATION OF DLP 
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11. CLOUD DATA LOSS PREVENTION 
 
 

11.1WHAT IS CLOUD DLP? 
 
� Cloud Data Loss Prevention (CDLP) helps keep on organization’s sensitive 

or critical information safe from cyber attacks, insider threats and accidental 
exposure. 

 
� Cloud DLP solution provide visibility and protection for sensitive data in 

SaaS and IaaS applications. 
 
 
 

 
 

Fig 16: Cloud DLP 
 
 
 
 
   11.2 CHARECTERISTICS OF CLOUD DLP:- 
 

x Take charge of your data on or off cloud 
 

x Gain visibility into sensitive data risk across your entire organization 
 
 

x Reduce data risk with obfuscation and de-identification methods like 
masking and tokenization 
 

x Seamlessly inspect and transform structured and uninstructed data etc. 
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 11.3 FEATURES OF CLOUD DLP (CDLP):- 
 
9 Automatic discovery, inspection, classification 

 
9 Simple and powerful redaction 

 
9 Serverless 

 
9 Detailed finding with on-demand inspection 

 
9 Secure data handling 

 
9 Pay as you go pricing 

 
9 Easy workload integration 

 
9 Custom rules 
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11.4 IMAGES OF CLOUD ARCHITECTURE:- 
 
 

 
 
 
 

 
 

Fig 17: ARCHITECTURE OF CLOUD DLP 
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11.5 SERVICES OF CLOUD DLP:- 
 
¾ Gain visibility into the data you store and process- 

 
x Create dashboards and audit reports. Automate tagging, remediation, or 

policy based on findings. Connect DLP results into Security Command 
Center, Data Catalog, or export to your own SIEM or governance tool. 

 
¾ Configure data inspection and monitoring with ease- 

 
x Enable DLP across your entire BigQuery footprint to automatically 

discover, inspect, and classify your data. DLP runs continuously, 
picking up new data tables as they are added, so you can focus on 
analysis. 

 
¾ Reduce risk to unlock more data for your business- 

 
x Protection of sensitive data, like personally identifiable information 

(PII), is critical to your business. Deploy de-identification in migrations, 
data workloads, and real-time data collection and processing. 
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11.6 CLOUD DLP IMPLEMENTATION:- 
 
 
 
� Automatically mask your data to safely unlock more of the cloud- 

 
9 Cloud DLP provides tools to classify, mask, tokenize, and transform 

sensitive elements to help you better manage the data that you collect, store, 
or use for business or analytics. With support for structured and unstructured 
data, Cloud DLP can help you preserve the utility of your data for joining, 
analytics, and AI while protecting the raw sensitive identifiers. 

 
� Measure re-identification risk in structured data- 

 
9 Enhance your understanding of data privacy risk. Quasi-identifiers are 

partially identifying elements or combinations of data that may link to a 
single person or a very small group. Cloud DLP allows you to measure 
statistical properties such as k-anonymity and l-diversity, expanding your 
ability to understand and protect data privacy. 

 
� Automated sensitive data discovery for your data warehouse- 

 
9 Discover sensitive data by profiling every BigQuery table and column 

across your entire organization, select organization folders, or individual 
projects. Configure directly in the Cloud Console UI and let DLP handle the 
rest. Use table and column profiles to inform your security and privacy 
posture. 

 
� Use Cloud DLP from virtually anywhere, on or off Cloud- 

 
9 With over 150 built-in infoTypes, Cloud DLP gives you the power to scan, 

discover, classify, and report on data from virtually anywhere. Cloud DLP 
has built-in support for scanning and classifying sensitive data in Cloud 
Storage, BigQuery, and Datastore, and a streaming content API to enable 
support for additional data sources, custom workloads, and applications. 
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12. ER DIAGRAM 
 
 
Id First Name Last Name User Id  Password Profile Picture  
            
            
            
            
            
            
  1         0 
            
          1    1   
            
               
 

have       
                                          
        
        
                
        
        
        
      

 
  
 have                   have  
             
                        
N                 N      
        M     1     
    have        
            
            
            
                          
1            
             
  
 
has             has
            
                        
  
      M                     M
  
 
 

 
 
Id            Time        Item Id      User Id   

USER 

Profile Picture 

Item 
 

Passcode 
Request
 
  

Data Leakage 
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Step 1: Identify The Entities 
   

o User 
o Profile Picture 
o Item 
o Passcode Request 
o Data Leakage 

 
 
Step 2: Identify Attributes of Entities 
 

i) User        
x Id                                                                               
x First name 
x Last name 
x User Id 
x Password 
x Profile Picture 

 
 

ii) Profile Picture 
x Id 
x Img no 
x Img 
x User id 

 
iii) Item 

x Id 
x Name 
x Description 
x Path 
x User id 
x Passcode 

 
iv) Passcode Request 

x Id 
x Item id 
x User id 
x Valid 

 
v) Data Leakage 

x Id 
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x Time 
x Item id 
x User id 

 
Step 3: Identify Relationships Between Entities 

 
o User has profile pictrure 
o User has item 
o Passcode request have a item 
o User has/have request a passcode 
o A user has Data Leakage 
o Data Leakage has Item 

 
 
Step 4: Analyze Cardinality of Relationships 
  

o User has profile picture : A user multiple profile picture Æ1:N 
o User has item: A user has multiple item Æ 1:N 
o Passcode request have a itemÆA item have a passcode request 
ÆM:1 

o User have request a passcode request Æ one user can have request 
multiple passcode Æ1:N 

o user has data leakage ÆA user have may be multiple data leakage: 
1:N 

o data leakage has itemÆ item leaked multiple item: 1:N 
 
 
Step 5: Identify Participationhs Types 
 

o User has Profile PictureÆ both total 
o User has item ÆUser: Partial, Item: Total 
o Item have passcode Request ÆItem: Partial, Passcode Request: 

total 
o A user has passcode Request ÆUser:Partial, Passcode Request: 

Total 
o A user has data Leakage ÆItem: Partial,data Leakage: Total 
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12. DASHBOARD AND OUTPUT 
 

Fig 18: DASHBOARD (NEW ITEM, NEW MY ITEM) 
 
 
This is a picture of Dashboard in the system.Shows interface of the system. 
 
 
 

 
 

Fig 19: DASHBOARD (NEW REQUEST PASSCODE) 
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This is a picture of Dashboard in the system.Shows new item and my item in 
interface of the system. 
 
 

 
 

Fig 20: MY ITEM Æ TABLE VIEW 
 
 
It is the picture of My Item section Table View. It is viewed as Table form.New 
requested passcode. 
 
 

 
 

Fig 21: MY ITEM ÆADD VIEW (ITEM ADDED SUCCESSFULLY.) 
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This is the picture of My Item section. It is the Add View in My Item section. 
 
 

 
 

Fig 22: PASSCODE REQUEST 
 
 
 Here you can request for Passcode. 
 
 

 
Fig 23: PASSCODE REQUEST 

  
This is a output of Passcode Request by a user.     
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Fig 24: REQUESTED ITEM CAN BE ACCEPTED 

 
 
In this section, REQUESTED ITEM by a user can be Accepted in the Option 
field. 
 

 
 

Fig 25: ITEM UPLOADED BY ALL USERS 
 
 
 
This is the output of Item uploaded by all users. 
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Fig 26: PASSCODE 
 
 
This is the picture of Passcode of item uploaded by user. 
 
 
 

 
 

Fig 27: ITEM PASSCODE 
 
 
This is the picture of Request passcode in view option. 
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Fig 28: REQUEST SEND 

 
This is the figure of sending request for permission to download an item. 
 
 

 
 

Fig 29: ITEM DOWNLOAD 
 
 
It’s a figure of Item Download where we have to give a passcode. 
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Fig 30: PASSCODE REQUEST REJECTED 
 

 
This figure shows that the Passcode Request rejection.  
 
 

 
 

Fig 31: PASSCODE 
 

 
 
This is the output of Request passcode in view option. 
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Fig 32: PASSCODE REQUEST ACCEPTED SUCCESSFULLY 
 
 

This is the figure of Successfully Accepted Password.  
 
 

 
Fig 33: LOGOUT (READY TO LEAVE?) 

 
 

 
This is the figure of Logout section which users have logged in, this picture 
shows its details. 
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13. DESCRIPTION OF DATABASE 
 
 

 
Fig 34: AUTHORIZED TABLE 

 
 
 
Authorization Table means a table containing information of persons 
authorized to perform certain functions under this Agreement. 
 
 
 

 
Fig 35: USER TABLE 

 
 
This is a picture of which users have been added to the table. 
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Fig 36: PROFILE PICTURE TABLE 

 
 
This is a picture of which profile pictures have been added to the table. 
 
 
 

 
Fig 37: ITEM TABLE 

 
 
This is a picture of which items have been added to the table. 
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Fig 38: PASSCODE REQUEST TABLE 

 
 
This is a table of where Passcode Request have been generated. 
 
 
 

 
Fig 39: DATA LEAKAGE TABLE 

 
 
This is a table of where Data Leakage has been detected. 
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14. TECHNOLOGY USED 
 

x Single Page Application: A single-page application is a web application 
or website that interacts with the user by dynamically rewriting the 
current web page with new data from the web server, instead of the 
default method of a web browser loading entire new pages. 
 

x Language  And Framework:   
Python (django), SQL (mySQL), JS (Jquery) 

 
x Markup Language: HTML, CSS , Bootstrap 

 
x Tools: Pycharm, Visual Studio, MySQL Workbench 

 
x Browser: Googloe Chrome(Developer tools – Network Tab, Console 

Tab) 
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15. FUTURE WORK 
 
 
¾ Our future work includes the investigation of agent guilt models that capture 

the leakage scenarios that are not yet considered.
��

¾ The extension of our allocation strategies so that they can handle agent 
requests in an online fashion (the presented strategies assume that there is 
a fixed set of agents with requests known in advance).Any application 
does not end with a single version. It can be improved to include new 
features. Our application is no different from this. The future 
enhancements that can be made to Data Leakage Detection are:

��

· Providing support for other file formats.  
· Creation of a web based GUI for execution of the application.  
· Improving the detection process based on user requirements.  
· Provision of quality or accuracy variance parameter for the user to set. 

 
¾ We need to check if anyone can access it from another machine or not.  
¾ If someone accesses data from another machine without permission of 

admin, a mobile notification will be sent to admin.  
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16. CONCLUSION 
 
 

From this study we conclude that the data leakage detection system 
model is very useful as compare to the existing watermarking model. We 
can provide security to our data during its distribution or transmission and 
even we can detect if that gets leaked. Thus, using this model security as 
well as tracking system is developed. Watermarking can just provide 
security using various algorithms through encryption, whereas this model 
provides security plus detection technique.Our model is relatively simple, 
but we believe that it captures the essential trade-offs. The algorithms we 
have presented implement a variety of data distribution strategies that can 
improve the distributor’s chances of identifying a leaker. We have shown 
that distributing objects judiciously can make a significant difference in 
identifying guilty agents, especially in cases where there is large overlap 
in the data that agents must receive. Our future work includes the 
investigation of agent guilt models that capture leakage scenarios. 
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ABSTRACT 

Device-to-Device (D2D) communication is defined as direct 

communication between two mobile users without connecting the Base 
Station (BS) or core network. D2D communication is generally non-transparent 

to the cellular network and it can occur on the cellular frequencies or on 
unlicensed spectrum. Direct (or D2D) communications are being investigated in 
the framework of LTE (Long Term Evolution) network. They allow one to one 
communications between two end points, under the control of eNodeB, which 
allocates resources for D2D flow, but does not act as a relay for its traffic. This 
D2D link can also be used for applications running on TCP. We prepare a 

simulation of Device to Device communication using OMNeT+ & SimuLTE. 

We show & explain non-intuitive results which arise from TCP protocol 
mechanisms & compare the existing TCP versions in a dynamic environment, 
where mode switches can occur. 

1 

Here, we are interested to evaluate the performance of TCP in several scenarios. 
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Fig 3: Mode switching for single-pair devices 

LIST OF FIGURES 

Fig 4: Mode switching for multi-pair device 
Fig 5: SingleCell_D2D network 
Fig 6: MultiCell D2D network 
Fig 7: Simulation for D2D communication for sending 10 KB 
Fig 8: Transmitter Side information for 10KB data sending 
Fig 9: Receiver Side information for 10KB data sending 
Fig 10: Simulation for D2D communication for sending 10 MB 
Fig 11: Transmitter Side information for 10MB data sending 
Fig 12: Receiver Side information for 10MB data sending 
Fig 13: Simulation model for 10 MB data transmission with reduced window 

size 

Fig 14: Transmiter Side information for 10MB data sending with reduced 
window size 

Fig 15: Receiver Side information for 10MB data sending with reduced window 
size 

Fig 16: Simulation model for one to two D2D communications 
Fig 17: Simulation for one to many D2D communications 
Fig 18: Fig 18: Flow of events in mode switching 

2 



D2D: Device to Device 

LTE: Long Term Evaluation 

LTE-A: Long Term Evaluation   Advanced 

eNodeB: E-UTRAN Node B/ Evolved Node B 

UE: User Equipment 

BS: Base Station 

TCP: Transmission Control Protocol 

RTT: Round Trip Time 
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1. INTRODUCTION: 

Coal-based thermal power plants generate fly ash as by-product. An enormous quantity of fly as generated at coal based thermal power plant. It pollutes the air, water, and soil. However, Tily asn could be a very useful resource material for various products. Pulverized coal is burnt to generate neat, but process generates residue, which contains 80% fly ash and 20% bottom ash. The ash carried away by flue gas collected at various points like economizer, air pre-heater and ESP hoppers. Ash collected in the water-impounded hopper below the boiler is called bottom ash. 

It is estimated that the global energy demand is supposed to increase by 50% approximately in the period 2016 to 2040. Most of this growth will continue to be in the developing world, primarily China and India, as industrialization, population growth and the unprecedented expansion of the middle class will propel the need for energy in general and coal, in particular. The Indian coal is of low grade with high ash content of the order of 30 - 45% producing large 
quantity of fly ash at coa/lignite based thermal power stations in the country. The fly ash 
management has been troublesome in view of its disposal because of its potential of causing 
pollution of air and water. In the last decade, there has been enormous increase in thermal power 
plants based on coals/lignite. At present, India produces around 180 million-tons of fly ash. The 
disposal of such huge quantity of ash is a serious concern. 

Since, coal being abundantly available worldwide, therefore, has been major source of energy and 
expected to remain so in future too. In order to produce energy, pulverized coal is burned. In the 
combustion process, the volatile matter and carbon is burn off and the coal impurities such as 
clays, shale, quartz, feldspar etc. mostly fuse and remain in suspension. These fused particles are 
escaped along with flue gas. As the flue gas temperature decreases, the fused substances coagulate 
to form mainly spherical particles, which are called fly ash. The remaining parts that agglomerate 
and settle down at the bottom of furnace are called bottom ash. The distribution of bottom ash 
and ESP ash is approximately 20% and 80% respectively. 



1.1. 

Abrasion 

Resistant 

Ceramics: 

Abrasion 

ceramics 
can 

refer 
to 

two 

things: 

Products 

that 

resist 

abrasion 

because 

they 
are 

hard 

(more 

Fig. 
1. 

Abrasion 

resistant 

pipe 

Fig. 
2: 

Abrasion 

resistant 

coating 

1.2 Abrasion (wear): 

1. 
The 

process 
of 

wearing 

down 
or 

rubbing 

away 
by 

means 
of 

friction. 

2. 
A. 
A 

Scraped 
or 

worn 

area. 

B. A 

3. 

Plastic 

deformation 
at 
the 

interface 

often 

leads 
to 

wear, 
i.e., 

deformation 

induced 

wear. 

PAGE |7 

correctly, 

these 
are 

actually 

abrasion-resistant 

ceramics) 
and 

products 
that 

abrade other 

materials 

because 

they 
are 

harder. 
Of 

course, 

even 

every-day 

porcelain 

surfaces 
are 

very 

durable. 

Some 

example 
are 

shown 
in 

figure 1 & 
2 

respectively. 

scraped 

area 
on 
the 
skin 
or 

ona 

mucous 

membrane, 

resulting 

from 

injury 
or 

irritation. 



4. 

Chemicals 

also 

cause 

wear. 

I 
here 
are 

many 

different 

kinds 
of 

wear 

mechanisms. 
We 

have 
to 

analyze 

these 

wear 

mechanisms 

using 

mechanics, 

thermodynamics 
etc. 

Abrasion 

resistance 
is 
the 

ability 
of 
a 

materjal 
to 

resist 

surface 

wear 

caused 
by 
flat 

rubbing 

contact 

with 

another 

material. 

Hardness 
is 

one 
of 
the 

major 

parameters 
to 

correlate 

abrasion 

resistant. 

Generally, 

Hardness 
‘= 

Abrasion 

resistant 
‘. 

1.3 WEAR MECHANISMS: 

Wear 

mechanisms 
are 

shown 
in 

Table 
1. 

Wear 

coefficient 
K 

(range 

104 

Wear Mechanisms 

Classification 

1. 

Asperity 

deformation 
and 

removal 

104 104 

|2. 

Wear 

caused 
by 

plowing 

Wear dominated by 
mechanical Behavior of 

Materials 

3. Delamination wear 

4. Adhesive wear 

10 to 10-! 

5. Abrasive wear 

10 -
to 
10 4 

6. Fretting wear 

7. 

Wear 
by 

solid 

particle 

impingement 1. Solution wear 
2. Oxidation wear 3. Diffusion wear 

Wear dominated by 

chemical 

behavior 
of 

wear 

materials 

4. 

Wear 
by 

melting 
of 
the 

surface layer 

5. 

Adhesive 

wear 
at 

high 

temperatures 

Table. 
1: 

Different 

Wear 

Mechanisms 

1.4 

USE 
OF 

FLY 

ASH 
IN 

ABRASION 

RESISTANT 

CERAMICS: 

Fly 
ash 
is 

being 

utilized 

extensively 
as 

admixture 
to 

cement 

and 

concrete, 
the 

pond 
ash 

being 

relatively 

coarse 
do 
not 

find 

enough 
use 

except 
in 

landfills. 
On 
the 

other 

hand 
the 

coarser 

particle 

size 
of 

the 

pond 
ash 
is 

expected 
to 
give 
rise 
to a 

better 

abrasion 

resistance 
in 

case 
the 

particles 
are 

bonded 

together 

to 

form a 

solid 

mass 

witha 

specific 

geometric 

shape. 

Therefore, 
the 

"Pond 

Ash" 
has 

been 

chosen 
as 
the 

primary 

raw 

material 
for 
the 

current 

study. 

However, 
the 

problem 
has 

been 
the 

identification 
of 
a 

suitable 

sintering 

PAGE | 8 
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Literature Review 

James 

M.Skiboa, 

Tamara 
C. 

Buttsmf, 

Michael 

BrianSchifferb 
|1| 
this 

study 

explores experimentally 

the 

relationship 

between 

pottery 

surface 

treatments 

(texture, 

slip/polish, 

resin, 

smooth, 
and 

smudge) 
and 

abrasion 

resistance. 
The 

surface 

treatments 

were 

applied 
to 

low-fired 

ceramic 

spheres 
and 

then 

abrasion 

resistance 
was 

mneasured 
by 

weight 
loss 
as 
the 

specimens 

were 

abraded 
in 

lapidary 

tumblers. 
In 

terMs 
of 

total 

weight 

loss, 

slip/polished 
and 

textured 

spheres 
had 
the 

MICHAEL B. 

SCHIFFER 

JAMES 
M. 

SKIBO 
[21, it 

attention 
to 

ceramic 

abrasion 
as a 

class 
of 

traces 

that 
can 
be 

employed 
by 
the 

archeologist in 
a 

variety 
of 

behavioral 

studies. 

Basic 

principles 
of 

ceramic 

abrasion 
are 
set 

forth, 

built 

upon 
the 

engineering 

literature 
and 
on 

experiments 

undertaken 
in 
the 

Laboratory of 

Traditional 

Technology. 

Abrasion 

mechanisms 
are 

discussed, 
but 
the 

limitations of 

current 

knowledge 
are 

underscored. 
The 

major 

factors 

pertaining to 

ceramic, 

abrader, 
and 

contact 

situations 
that 

influence 
the 
rate 
and 

nature 
of 

abrasion 
are 

identified. 

J 

Zhu, 
H 

Yan 
[3] A 

porous 

mullite 

ceramic, 

which 
was 

obtained 
via 

replica 

method 

using 
coal 
fly 
ash 
as 

the 

main 

starting 

material, 
was 

used 
as 

reinforcenment 

preform 
to 

fabricate 
an 

A356/fly-ash-mullite 

interpenetrating 

composites 
by 
a 

three-stage 

schedule 

squeeze 

casting 

method. 

Different 

squeezing 

pressures 
(0, 
40, 
80 
and 
120 

MPa) 
were 

applied 

during 
the 

fabricating 

processes. 
The 

optimal 

composite 

was 

obtained 
at 
80 

MPa 

with 

sound 

interfacial 

bonding 
and 

iterpenetrating 

structure. 

Compared to 
the 

base 

A356 

alloy, 
the 

optimal 

composite 

demonstrated 

increased 
wear 

resistance in 
the 

pin-on-disC 
wear 

tests. 
The 

wear 

rate 
of 
the 

optimal 

composite 
was 

less 

than 
half 
of 
the 
one 
of 

A356 

alloy. 
In 

addition, 

Harikishor 

Kumar, 

R.Prasad, 

ASrivastava 

M.Vashista 

M.Z.Khan 
[4] 
Fly 
ash 

(FA), 
the 

solid 

waste 

resulting 
from 

combustion of 

coal in 

thermal 

power 

plants is a 

by-product 

produced in 

massive 

quantities 

across 
the 

world. 
It 
is 

considered 
as 
an 

environmental 

pollutant. 

Owing 
to 
its 
bad 

effects 
on 
the 

environment, 

research is 

being 

conducted 
all 

over 
the 

world 
for 
the 

utilisation 
of 
FA, 
The 

present 
work 

emphasizes 
the 

utilization of 
FA 
as 

reinforcement in 

copper-based 

surface 

composite 

fabricated by 

friction PAGE 9 

poorest 

abrasion 

resistance 

overall 

whereas 

smudged 
and 

resin-coated 

surface 

treatments 

provided 
the 
best. 

These 

results 
have 

implications 
for 

pottery 

performance in 

use, 

use-wear 

analysis, 
and 
the 

environmental 

degradation 
of 

pottery. 
Of 

particular 

note 

IS 

that a 

resin 

coating, 

which is 
the 

best 

surface 

treatment 
in 

terms 
of 

abrasion 

resistance 
as 

well 
as 

several 

other 

performance 

characteristics, is 

often 

applied 
to 
pots 

investigated 

ethnographically, 
but 
it 

rarely 

observed 
on 

prehistoric 

ceramics 

because 
of 

biodegradation. 

steadier 
and 

larger 

frication 

coeficient 
was 
also 

achieved 
by 
the 

composite 

comparable to 
the 

A356 

alloy. 

The 

conmposite 
has 

good 

potential 
for 
use 
as a 

wear-resistant 

braking 

material. 



fabricated 

composite 
and 
its 

environmental 

impact 

nrouu 

Sr 

processing 

(FSP). 

The 

properties 
of 

leaching 
test 

have 

also 
been 

reported 
in 
the 

machined 

he 

center 
of 
the 

plate 
(6 
mm 

thickness) 
for 

compaction 
of 
the 

high 

amount 
of 

FA 

(almost 
1o 
vo 

processed 
by 

FSP. 
The 

microstructural 

features 
of 
the 

fabricated 

composite 

were 

observed 
by 

optical 
and 

SCanning 

electron 

microscope 

revealed 

equiaxed 
and 

fine 

grain 

structure 

with 
no 

concentration 

gradient, 

agglomeration 
and 

segregation 

along 
the 

grain 

boundary. 
The 
stir 

zone 

(SZ) 
was 

engulfed 
with 

particulate 

along 

with 

clean 

interface 
and 

excellent 

bonding. 
The 

XRD 

pattern 

revealed 
no 

intermetallic 
or 
in 
situ 

products 

except 

copper 
and 

particulate. 

Vickers 

micro 

hardness 

tester 

machine 

adjudged 

significant 

improvement 
in 

hardness. 
The 

composite 

showed 

higher 

tensile 

strength 
and 

lower 

ductility 
as 

compared 

to 

copper. 

Enhancement 
in 

oxidation 

and 

corrosion 

resistance 

was 

also 

observed 

whereas 

electrical 

conductivity 

decreased 
as 

evaluated 
by 

four-probe 

method. 

The 
pin 
on 

plate 

unidirectional 
dry 

sliding 

wear 
test 

was 

performed 
to 

evaluate 
the 

wear 

loss. 

The 

wear 

resistance 
of 
the 

fabricated 

composite 

improved 

substantially. 
The 

worn 

surface 
was 

observed 
by 

scanning 

electron 

microscope 
to 

have a 

detailed 

understanding 
of 

wear 

mechanism. 

Further 

through 

leaching 
test, 
it 
was 

observed 
that 

concentration 
of 

leached 
out 

metals 

was 
far 

below 
as 

specified 
in 

Indian 

legislation. 

Saransa 

Sahoo , 

Chitra 

Shijagurumayum 

Chitra 

Shijagurumayum 
[5] as 
fly 
ash 

consist 
of 

more 
fine 

particles 

and 

amorphous 
in 

nature, 
it 

shows 

pozzolanic 

behavior 

and 

sometimes-self 

cementitious 

character. 

Depending 
on 
the 

proportion 
of 
its 

porosity 
and 
its 

chemical 

constitutes, 
its 

density 

ranges 

between 

1.3g/cm3 

and 

4.8g/cm3. 

To-date 

cement 

and 

concrete 

industry 

uses 

around 
half 
of 
fly 
ash. 

[6] 
In 
our 

planet, 
coal is 
the 

most 

abundant 

fossil 
fuel 

(Fig.3). 
It is a 

relatively 

cheap 
one. 

Some 

of 
the 

largest 

deposits 
in 
the 

regions 
that 
are 

China, 

India 
and 
the 

United 

States. 
In 
ast 

half 

century, 
a 

dominant 

player 
in 

energy 

generation 

worldwide 
is 

coal 
and 

will 

PAGE| 10 
at 

present 

study. 

groove 

A known 

of dimension 

was 

Concrete 

tiles 
can 
be 

another 

substitution 
to 
the 

costly 

traditional 

tiles. 

Traditional 
tiles 

also 

have 
low 

operating 
life. 

Here 
full 
size 
tiles 
for 

different 

compositions 
of 
fly 
ash 
are 

picked 
for 
the 

abrasion 

resistance 

test. 

The 
test 

samples 

were 
of 
size 

70.6mnx70.6mm 
i.e. 

their 

surface 

area 
is 

5000mm2. 

continue 
to 
be 
so 
in 

decades to come. 
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200O 
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Fig.3 : 

Fuel-mix 
in 

global 

generation 
of 

energy 

China 
is 
and 

will 

remain 
in 

future 

the 

world's 

largest 

coal 

consumer 

consuming 

almost 

half 
of 

global 
coal 

supplies 
in 

2035 

(Fig,4). 

India 
has 

shown 
the 

largest 

growth 
in 
coal 

consumption 
(435 

M 

ton), 

ahead 
of 
US 
to 

become 
the 

world's 

second 

biggest 

consumer 
of 

coal. 

More 

than 

two 

thirds 
of 

India 
has 

increased 

coal 

demand 

feeds 

into 
the 

power 

sector. 

3 2 

China 

2035 

2015 

1976 
Figure 
4: 

Regional 

break-up 
of 
Coal 

consumption 

In 

India, 

thermal 

power 

plants 

consume 

about 

536.64 

million 

tons 
of 

coal 
and 

about 

145044.80 

MW 

power is 

being 

generated. 

Approximately 

176.74 

million 
tons 
of 
fly 
ash 
is 

generated. 
Out 
of 

which 
only 

63.97% is 

being 

utilized 
for 

production 
of 

cement, 

construction 
of 

embankments 
and 

roads, 
mine 

filling, 

agriculture, 

making 

bricks, 
tiles 
and 

building 

materials 
etc. 

(Central 

electricity PAGE | 

Authority. 

2015-16). 

Worldwide, a 

major 

problem 

faced 
by 

many 

industries 
is 
the 

handling 
and 

disposal 
of 
fly 
ash 
that is 

generated 
in 

unmanageable 

volume. 



ror 
any 

country, 

energy 
is 
the 

backbone 
for 
the 

sustainable 

development 
and 

growth 
of 

their 

Industries. 
For 

economic 

development 
of 
a 

nation, 

energy 

plays a 

vital 
role. 
A 
best 

fitted 

proverD 

In 
this 

context 

 Power 
is 
the 
key 
to 
the 

prosperity 
and 

development 
of 
a 

nation". 

Today, 

energy 

1S 

being 

needed 
by 

each 

sectors-

agriculture, 

industry, 

transport, 

domestic 

purposes 

and 

commercial. 
No 

matter 
the 

country is 

both 

developed 
or 

developing 

countries 

require a 

comtinuous 

Source 
of 

energy 
for 

their 

growth 
and 

development. 

India 

being a 

developing 

country, 

energy 

plays a 

vital 
role 
in 
its 

economy. 

Like 

developing 

countries, 

India is 

still 

dependent 
on 
the 

natural 

reserves 
for 
the 

generation 
of 

energy. 

India 

have 

enough 

reserves 
of 

both 
coal 
and 

nuclear. 

Even 

though 

India 
is 

enriched 

with 

Thorium 
and 

Uranium 
but 

still 
we 

have 

very 

few 

nuclear 

power 

plants. 

Still, 

India 
is 

lacking 
in 

utilization, 

handling 
and 

ofnuclear 

resources 
as 
a 

As 
an 

essential 

ingredient 
for 

growth 
and 

development, 

energy 
has 

become 
the 

driving 

force 
of 

the 

modern 

economy. 

Since 
the 

1970s, 

traditional 

fossil 

fuels 

have 

been 
the 

dominant 

energy 

source 

(Fig. 
5). 
Oil, 
the 

leading 

energy 

source 
in 

1970, 

made 
up 

43% 
of 

total 

energy 

demand, 

while 
the 

shares 
of 

coal 
and 

natural 
gas 

were 
at 

27% 
and 

15%, 

respectively. 
By 

2016, 

however, source of energy. 

Today 

even 
in 
the 
21 

century, 

coal 
is 
the 

first 

choice 
as a 

fuel, 

both 
in 

India 
and 

China 
for 
the 

electricity 

generation. 
For 

more 
than 
100 

years, 

coal is 

being 
used 
for 
the 

production 

ofelectricity 

at 

coal-fired 

thermal 

power 

plants 

worldwide. 
For 

electricity 

generation, 

India 

depends 

mostly 

(70-75%) 
on 

coal-based 

thermal 

power 

plants 

which 

annually 

generates 
23S 

MTs 
fly 
ash 

(2016) 

and 
is 

projected 
to 

exceed 

1000 

million 
ton 
by 

2031-32. 

these 

figures 
had 

shifted 

somewhat. 

The 

share 
of 

natural 
gas 
had 

increased 
to 

22%, 

while 
that 
of 

oil 
had 

dropped 
to 

32%. 

However, 

Coal's 

share 

remained 

roughly 

dominant 
over 
the 

period. 



Global 

energy 

mix 
by 

fuel 

type, 

1970-2040 
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Fig.5: 

Global 

Energy 
mix 
by 
fuel 

type, 

1970-

2040 
Coal 

consumption 
and 

percentage 
ash 

content 

during 

2010-11 
to 

2016-17 
[7] 
is 

shown 

in Table 2. 

2010-2011 

2011-2012 

012-2013 

013-2014 

014-2015 

2015-16 

016-17 

Descriptions 

155 

151 

145 

143 

138 

124 

88 

TPPs 

nstalled capacity 

45044.8 

45044.8 

38915.80 

133381.30 

20312.30 

105925.3 

80458 

(MW) 
Coal consumed 

536.4 

536.4 

549.72 

523.52 

482.97 

437.41 

407.61 

(MTs) 
Average ash 

33.22 

32.94 

33.50 

33.02 

33.87 

33.24 

32.16 

Content (%) 

Table 
2: 

Coal 

consumption 
in 

years 

PAGE | 13 



Fly 
ash, 

production, 

utilization 
in 

India 

during 
the 

period 
of 

year 

1998-99 
to 

2016-17 
[7 
is 

shown in Table-3 

2016 

014-2015 2015-16 

2013-2014 

R011-12 2012-2013 

|2010-11 

Descriptions 

17 

Fly ash 

169.25 

176.74 

184.14 

172.87 

163.56 

145.42 

131.09 

production 
Fly ash 

107.10 

107.77 

102.54 

99.62 

100.37 

85.05 

73.13 

utilization 

63.28 

60.97 

55.69 

57.37 

61.37 

58.48 

55.79 

% Utilization 

Table 
3: 
Fly 
ash 

production 
and 

usage 
in 

years 

A 

large 

amount 
of 

coal 
ash 

(both 
fly 
ash 
and 

bottom 
ash) 

emerges 
as 
a 

by-product 

from 
the 
coal 

combustion in 

thermal 

power 

plants 
in 

India 

annually. 
The 
large 

quantity 
of 

coal 
ash 
not 
only 

occupies 

valuable 

land 

resources 
but 

also 

poses 
a 

threat 
to 

ground 

water, 
so 
it 
is 
of 

great 

significance 
to 

utilize 
the 

industrial 

waste 

efficiently 
to 

decrease 

environmental 

pollution 
and 

produce 
high 

value-added 

products. 

Although 

extensive 

researches 

carried 
out 
in 

recent 

years 
for 

finding 

applications 
of 
coal 
ash 

have 
led 
to 
the 

development of 
ho 
llow 

blocks, 

glass 

ceramics, 

silicon 

carbide, 

B-cordierite 
etc., 

only a 

small 

quantity 
of 
the 

total 
coal 
ash 

generated is 

utilized. 

Abrasion 

resistant 

ceramic 
has 

potential 
in 

some 

advanced 

applications as 
a 

structural 

ceramic, 

due 
to 
its 

good 

mechanical 

strength, 
high 

melting 

point, 

excellent 

thermal 

shock, 
high 

creep 

resistance 
and 

low 

thermal 

conductivity. A 
lot 
of 

efforts 
have 

been 

made 
to 

synthesize 

Abrasion PAGE 14 



low 

resistant 

ceramic 

materials 

from 

various 

alumina 

precursors, 

such 
as 

y-Al203, 

a-Al205, 

aluminum 

fluoride, 

aluminum 

hydroxide, 
and 

silica 

precursors 

including 

pure 

natural 

quartz, 

amorphous 

silica 
etc. 

These 

methods 

involve 

very 

highcost 

starting 

materials 
and 

powder 

processing, 
thus 
are 

consequently 
not 

appropriate 
for 

large-scale 

production. 
In 
this 

paper, 

Cost 

Abrasion 

resistant 

(mullite 

based) 

ceramics 
was 

prepared 

from 
the 

mixture 
of 

coal 
ash 

(both 

fly 

ash 

and 

bottom 
ash) 
as 

silica 

precursors, 

calcined 

bauxite 

(CB) 
as 

alumina 

precursor 
for 

mullitization 
and 

china 
clay 

(BC) 
as 

agglomerate. 
The 

effects 
of 

sintering 

temperature 
on 
the 

phase 

development, 

microstructure, 

densification 

behavior 
and 

flexural 

strength 
were 

studied. 



3. 

OBJBCTIVE 
OF 

WORK: 

Development 
of a 

low 
cost 

high 

performance 

abrasion 

resistant 

ceramics 

using 
coal 
ash 
as 

major 
raw 

material 

suitable 
for 

applications 
in 

petrochemical, 

fertilizer 
and 

steel 

plants. 

Development 
of 

low 
cost 

high 

performance 

insulating 

refractory 

bodies 

(both 

shaped 
and 

unshaped) 

suitable 
for 

applications 
in 

kilns, 

pipes, 

furnaces, 

incinerators, 

chimneys 
etc., 

using 

coal 
ash 
as 
a 

major 

raw 

material. 

Correlation 
of 
the 

process 

parameters 

with 
the 

performance 
of 
the 

developed 

materials. 



4. METHODOLOGY 

The 

project 

will 

involve 

both 

experimental 
and 

analytical 

work. 
The 

project 

will 

consist 
oT 
the 

following steps 

1. 

Collection 
of 

coal 
ash 

samples 

from 

different 

power 

plants 

across 

India 

2. 

Detailed 

characterization 
of 
the 
as 

received 
ash 

samples 
by 

measuring 

their 

chemical 

composition, 

phase 

composition, 

morphology, 
etc. 

3. 

Processing 
of 
the 
ash 

samples 
by 

sieving, 

drying, 

characterization 
of 
the 

processed 
ash 

samples as mentioned. 

4. 

Mixing 
of 
the 
ash 

samples 

with 

other 

auxiliary 

materials, 
like, 

bauxite 
and 

china 
clay 
in 

different 

proportions 
to 

produce 

different 

batches 
and 

fabrication 
of 

blocks 

from 

these 

batches 
by 

hydraulic 

pressing 

followed 
by 

drying 
and 

firing at 

5. 

Characterization 
of 
the 

fired 

masses 
by 

measuring 

their 

sintering 

behaviors 

like 

bulk 

density, 

apparent 

porosity, 

linear 

fring 

shrinkage, 

micro 

hardness, 

XRD, 

abrasion 

resistance, 

SEM & 

fracture 

6. 

Mixing 
of 
the 
ash 

samples 

with 

bauxite, 
clay 
in 

different 

proportions 
and 

pressing 
of 
the 

batches 
to 

prepare 

batches 
for 

wear 

resistant 

ceramics, 

which 

will 
be 

heat 

treated 
at 

different 

elevated 

temperatures 
like 

1400°C, 

1425 
°C, 

1450 
°C, 

1475°C, 

1500°C, 

1550 

°C& 

1600 
°C 
for 
90 

mints. 

Soaking 

periods 
and 

measurement 
of 
the 

abrasion 

resistant, 

bulk 

density, 

apparent 

porosity, 

linear 

firing 

shrinkage, 

hardness 
etc. 

PAGE7 
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4.1 

PLAN 
OF 

WORK 

BAUXITE 

FLY ASH 

CHINA CLAY 

BATCH CALCULATION 

SCREENING 
OF 

POND 

ASH 

(-150 

MESH) 

Addition of water 

CHARGING 

INTO 

POT 

MILL 

MIXING 

FOR 
48 

HOURS 
DISCHARGING 

SCREENING (-150 MESH) DEMAGNETISATION 
DRYING AT 110°C 

Binder addition 

GRANULATION 

Water addition 

PRESSING 
AT 

UNIAXIAL 

HYDRAULIC 

PRESS 

FIRING 
AT 

DIFFERENT 

TEMPERATURES 
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CHARACTERISATION 

(A.P. / 

B.D. / 

SHRINKAGE / 

MICROHARDNESS / 

XRD/ 

ABRASION 

RESISTANCE / 

FRACTURE TOUGHNESS) 
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5. EXPERIMENTAL PROCEDURE: 

5.1 

Abrasion 

Resistant 

Ceramics 

Preparation: 

5.1.1 

CHEMICAL 

ANALYSIS 
OF 

RAW 

MATERIAL: 

According 
to 
test 

method 
IS: 

1527-1972, 

Chemical 

analysis 
of 

some 

important 
raw 

materials 

was 

carried 
out 
at 

R.V. 

Briggs & 
Co. 

Pvt. 

Ltd., 

Kolkata, 
and 

West 

Bengal, 

India. 
Observed Value 

(%) 
Composition 

Sample 

SI. No. 

Test Item 

80.98 

Al,0; 

Bauxite 

1. 

11.07 

Fe,O3 

Powder 

Traces 

CaO 

2.94 

TiO, 

80.12 

AlL0; 

02.36 

Fe,O3 

21.84 

Al,03 

China Clay 

2. 

68.78 

SiOz 

0.53 

Fe,O3 

0.12 

TiOz 

0.17 

CaO 

0.59 

MgO 

0.17 

Alkali 

96.40 

Al,O3 

02.40 

3. 

SiO 

Alumina powder 

0.27 

Fe,O 

0.19 

NaO 

2.48 

Sp. Gravity Bulk density 

Fly Ash 

1.05 

4 

(gm/cc) 

28.91 

Al,0; 

56.51 

Si02 

05.28 

Fe,O3 

0.36 

TiO: 

03.13 

CaO 

0.39 

MgO 

0.79 

K20 

0.44 

Na20 

0.08 

SO3 P203 
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0.19 3.63 

Undetermincd 

LOI 

0.29 

S.1.2 BATCH PREPARATION: 

After 

batch, 

calculation 

batches 
are 

prepared 

with 
fly 
ash 

(FA). 

These 
are 

shown 
in 

table 
4 
and 

table 5 

respectively. 

required(ml) 

Water 1000 

required(gm) 

Fly ash 80(10%) 

China clay 
80(10%) 

required(gm) 

Bauxite 

required(gm) 

Total batch weight(gm) 

Batch no 

640(80%) 

800 

FBI 

1000 

160(20%) 

|80(10%) 

|560(70%) 

800 

FB2 

1000 

240(30%o) 

80(10%) 

480(60%) 

800 

FB3 

1000 

320(40%) 

80(10%) 

400(50%) 

800 

FB4 

1000 

|400(50%) 

80(10%) 

|320(40%) 

|800 

FBS 

Table. 
4: 

Batch 

calculation 
of 

Bauxite 

with 
Fly 

Ash 

required(ml) 

|Water 
|500 

required(gm) 

Fly ash 
40(10%) 

China clay 
required(gm) 

Alumina 

|required(gm) 

40(10%) 

Batch no 

320(80%) 

Total batch |weight(gm) 

400 

FAI 

S00 

80(20%) 

40(10%) 

|280(70%) 

400 

FA2 

500 

150(30%) 

50(10%) 

500 

500 

FA3 

160(40%) 

300(60%) |200(50%) 

|40(10%) 

400 

FA4 

|500 

200(50%) 

|40(10%) 

160(40%) 

400 

FAS 

Table. 
5: 

Batch 

calculation 
of 

Alumina 

with 
Fly 

Ash 

5.1.3 

MIXING, 

SCREENING, 

PRESSING & 

DRYING 

Impurity 

such 
as 

iron 
can 

create 
low 

melting 

phase. 
To 

avoid 
this, 

both 
the 

coal 
ash 

samples 

were 

passed 

through 

magnetic 

separation 
and 

then 

different 

batches 
are 

prepared. 

After 

adding 

water 

with 
the 

batch 
as 

shown 
in 
the 

table 
the 

batches 
are 

mixed 

individually 
and 

then 
kept 
for 
24 
hrs. 

This 
is 

followed 
by 

milling 

these 

batches 
in 
the 
ball 

mill 

individually 
for 
48 

hrs. 

After 

milling, 
the 

batches 
are 

taken 
out 
and 
is 

separated 
by 

magnetic 

separation. 
A 

magnet 
is 

pressed 
like 
an 

iron 

over 
the 

milled 

material 
to 

remove 

iron. 

The 

iron 

impurity 

cracks 
the 

material 

while firing. 
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alumina 



Due 
to 

non-plastic 

nature 
of 

both 
raw 

materials, 

Polyvinyl 

alcohol 
(5 
wt. 
%) 
was 

used 
as 

binder. 

Samples 

were 
wet 

mixed 
in 
a 
pot 

mill 

and 

pressed 

steel 
die 
to 

form 

tablets 

around 

25mm 
in 

diameter 
and 

-20mm 
in 

height 

applying a 

pressure 
of~ 

1038 

kg/cm 
by 

using a 

hydraulic 

press. 

Ater 

magnetic 

separation, 
the 

batches 
are 

dried 
at 

110°C. 

This 
is 

followed 
by 

screening 

with 

different 

size 

sieves. 

Now 

mixing 

binder 

PVA 
is 

added 
to 
the 

sieved 

mix. 

After 

this, 
the 

mix 
is 

put 
in 

mould 
and 

pressed 
for 

getting 
the 

green 

body. 

This 
is 

shown 
in 

table 6. 
pressing 

Screening after mixing 

binder 

(PVA 5 
wt. 
%) 

Screening before 
mixing binder 

Batch no 

|110KN 

355um 

150 um 

FBI 

110KN 

355um 

150um 

FB2 

110KN 

355um 

1 

FB3 

110KN 

355um 

150um 

FB4 

11OKN 

355um 

150um 

FBS 

|SOKN 

|355um 

130 um 

FA1 

sOKN 

355um 

150um 

FA2 

5OKN 

355um 

I50um 

FA3 

5OKN 

355um 

150um 

FA4 

50KN 

355um 

150um 

FAS 

Table. 
6: 

Screening 
and 

Pressing 

requirement 
of 
FB 

and 
FA 

bricks. 

After 
the 

green 

body 
is 

prepared, 

they 
are 

dried 
at 

11Ooc 
for 
24 

hours 

before 

firing. 

5.1.4 FRING: 

Dried 

samples 

were 

fired 
at 

different 

temperatures 

ranging 

from 

1400°C 
to 

1600°C 
for 

two 
hrs. 

To 

study 

temperature 

dependence. 

Firing 
is 

done 

flowingly 
as 

shown 
in 

table 
6. 

Ammeter Reading 

Temp 
reached at 

Furnace started 

Soaking 
Temp (deg/min)(hr.) 

Rate 
Heating 

Firing tem 
(°C) 

(amp) 

Batch no 

30-35 

1:00p.m 

10:30 a.m 

2 

10 

1425 

FB1,FB2, 
FB3,FB4,FBS 

30-35 

11:50 a.m. 

8:45 a.m. 

2 

10 

1475 

FB1,FB2 

30-35 

10:30a.m 

1:32p.m 
1:15 

2 

10 

1500 

30-35 

FB3,FB4,FBS 
FB1,FB2, 

p.m. 

10:10a.m 

1.5 

10 

1465 

FB3 

30-35 

1:24p.m 

10:2.am 

2 

10 

1450 

FB4 

30-35 

1:36p.m 

10:28a.m 

2 

10 

1525 

FB4 

PAGE| 22 

50um 

at 

FB3 



30-35 

3:53p.m 

1:00p.m 

2 

FBS 

10 

1425 

30-35 

1:00p.m 

10:00a.m 

2 

10 

1475 

Fbs 

30-35 

1:35p.m 

10:40a.nm 

1.5 

FBS 

10 

1420 

30-35 

1.32 

10.25 

2 

10 

1400 

30-35 

1.30 

10.30 

2 

1450 

30-35 

1.30 

10.30 

2 

10 

1500 

FAl,FA2, 

FA3,FA4,FAS 
FA1,FA2, 

FA3,FA4,FAS 
FA1.FA2, 

FA3,FA4,FAS 

30-36 

1.40 

10.15 

2 

10 

1550 

30-36 

1.50 

10.30 

2 

10 

1600 

FA3,FA4,FAS 
FAl,FA2, 

FA3,FA4,FAS 
FAl,FA2, 

Table.7: 

Detailed 

Firing 

Schedule 

5.1.5 SAMPLE SPECIMEN 
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5.2 CHARACTERIZATION: 

5.2.1 STRUCTURAL PROPERTIES: 

5.2.1.1 

Scanning 

Electron 

Microscopy: 

SEM 
was 

carried 
out 
at 

Central 

Mechanical 

Engineering 

Research 

Institute, 

Durgapur, 
and 

West 

Bengal. 
The 

following 
are 
the 

few 

micrographs 
of 
the 

tested 

samples: 
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5.2.1.2 X-RAY DEFRACTION: 

Intensity (cps) 
2500 

XRD peaks shows presence of mullite & corundum as major crystalline phases along with glassy 
phases. This is shown in fgure 7. 

2000 

1500 

1000 

500 

Intensity (cps) 
2500 

2000 

I500 

M 

1000 M 

S00 

Sintered at (A) 1425C B-S (B) 1450C B-4 (C) 1475C B-3 (D) 1500C B-1 
Fig 6: Images of fabricated wear resistant ceramics 

20.000 

20.000 

M 

M 

30.000 

30.000 

M 

M+c 

M 

M+c 

40.000 

FIG. 7(a) 

2theta (deg.) 

M 

40.000 

Fig. 7(b) 

M= Mullte 
C: Corundum 

50.000 

M= Mite 
c: Corundum 

2theta (deg.) 
50.000 

M 

60.000 

Jan 3-2019 16:26:5I Page-1 

M 

70.000 

60.000 70.00 

Jan- 3-2019 l6:34:32 Pag 
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Intensity (cps) 
2500 

2000 

1s00 

I000 

500 

Intensity (cps) 
2500 

2000 

1500 

1000- M 

500 

20.000 

20.000 

M 

30.000 

30.000 

M 

MHC 

M+C 

M+CT 

40.000 

Fig. 7(c) 

2theta (deg.) 

Fig. 7(d) 

M+Cr 

40.000 

M= Mulile 
C= Corundum 

Cr =Cristobali te 

2theta (deg.) 

S0,000 

M: Mlte 
C: Coundum 

Cr= Cristobalite 

Fig. 7: XRD of the samples 

Cs 

50.000 

. 

M 

60.000 

M 

60.000 

2201a 16.1-42 

70.000 

70.000 
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6. RESULTS AND ANALYSIS: 
6.1 MICROHARDNESS AND FRACTURE TOUGHNESS: 
Micro hardness tests are used in mechanical engineering to determine the hardness of a material 
to deformation. Several such tests exist, wherein the examined material is indented until an 
impression is formed; these tests can be performed on a macroscopic or microscopic scale. 

In materials science, fracture toughness is a property which describes the ability of a material 
containing a crack to resist fracture, and is one of the most important properties of any material 
for many design applications. The linear-elastic fracture toughness of a material is determined 
from the stress intensity factor at which a thin crack in the material begins to grow. 

This is calculated in two ways 

Vickers Hardness (HV): 1.8544* F/d 

Fracture toughness: Kie 0.16 (CÍA)2. HVa (C: crack length; a = halfof length of diagonal) 

The fracture toughness and micro hardness is shown in table 7 below. 

Batch 

FBI 
FB2 
FB3 
FB4 
FBS 

Firing temp(°C) 

|1470 
|1470 
|1465 

(F: Load in Newton; d: average length of diagonal) 

|1145 
1420 

Micro hardness(hv) 
(GPa) 

10.852 
10.802 

9.353 
9.688 
8.49 

Fracture 
toughness(MPavm 

Micro hardness change with fly ash percentage is shown in figure 8 

2.959 
3.352 
2.109 
2.323 
2.535 

Table. 8: Micro-hardness and Fracture Toughness of the bricks 
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Micro (G Pal 

11.5 

Fracture 

10.8 

10 1 

8.7 

3.5 

3.2 

2.9 

0 

2.3 

10.852 

10 

10.802 

10 

20 

Fracture toughness change with change in fly ash percentage is shown in figure 9 

9d53 

3.353 

20 

30 

Fig. 8: Micro Hardness vs Fly Ash Percentage 

Fly Ash % 

6.2 Firing Shrinkage: 

9.488 

2.10 

30 

49 

2.323 

40 

Fly Ash % 

50 60 

Fig. 9: Fracture Toughness vs Fly Ash Percentage 

Fired shrinkage (shrinkage from dry to fire) is a thus comparative indicator of the degree of 
vitrification. As a clay is fired higher, it shrinks more and more to a point of maximum 
shrinkage (after which swelling occurs as a precursor to melting). 
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Fring shrinkage was not done for all the samples. Fly ash bauxite samples of set 4 and 5 (FB4, FBS) which are shown in table 9 

Batch no 
4.A 
4.B 
|4.C 
4.D 
4.E 
4.F 
4.G 
4.H 

5.A 
5.B 
5.C 

|5.D 

Batch no 
8A 
8B 
8C 
8D 

9A 
9B 
9C 
9D 

|10A 
10B 
10C 
|10D 

25.342 
25.342 
25.342 
25.342 

25.342 
25.342 
|25.342 
25.342 
25.342 

Dried 
|length(mm) 

|25.342 

82 

25.342 

82 

Initial length 
(mm) 

|25.342 

55 
55 
82 
82 
55 
55 

82 

55 
82 

Fly ash alumina samples of set 8,9,10 (FA8, FA9, FA10) shrinkage are shown in table 10 

(mm) 
24.56 
|25.13 
24.95 
24.69 

24.34 
|24.40 
24.49 
24.38 

23.04 

Fired length(mm) 

Table. 9: Detailed Firing Shrinkage of Fly Ash bauxite bricks 

22.64 

73.37 

22.43 

72.56 

Final fired length 

|23.01 

48.56 
|49.15 
|72.44 
73.02 
48.92 
49.04 

73.24 
|49.32 
|49.78 
|73.19 

Firing shrinkage (%) 

24.83 

10.52 

24.40 

|11.51 

22.78 

|11.71 
10.64 
|11.64 
|10.95 
|11.05 
|10.84 

|10.68 
|10.32 
9.49 
10.82 

Avg diam of 
sample Firing shrinkage 

(%) 
2.02 

3.72 

10.11 

Table. 10: Detailed Firing Shrinkage of Fly Ash Alumina bricks 
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6.3. Abrasion Resistance: 
Batches are places into sand blast cabinet and a spinning wheel pours sand onto the batch continuously for l hr. under a constant load. 
In Our sand blast cabinet load was 4.3 kg. mesh size of the sand was 212 micrometer, speed 205 rpm, and revolution ofwheel was- 4000 

Batch no. 
1. (Fly Ash 10%) 

|2. (Fly Ash 20%) 
3. (Fly Ash 30%) 
4. (Fly Ash 40%) 
5. (Fly Ash 50%) 

O.1 

0.08 

0.06 

O.04 

Wt. of sample before 
testing(gm) 

O.02 

43.220 
42.990 
43.493 
43.395 
|44.8109 

2 

6.4 Apparent Porosity: 

0.053 

Wt. of sample after 
testing(gm) 

Table. 11: Determination of Abrasion Resistance by recording weight loss 
Standard weight loss is 0.027 gm. Therefore, the result is nearly satisfaction. 

Abrasion resistance with different percentage of fly ash is shown in figure 10. 

3 

43.220 
42.990 
43.440 
43.350 
|44.786 

Batch No 

0.045 

0.033 

Fig. 10 : Abrasion Resistance vs Fly Ash Percentage 

Wt. loss 
(gm) 

0.053 
|0.045 
0.033 

An apparent Porosity is defined as the quantity of void (or pores) present in a volume of 
sediment or porous solid. Generally, the value of porosity is measured as a fraction or 
percentage. 
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A.P: E = [(S - W) / (S - 1)] x 100 Where, 
S= Weight of Piece Soaked 
W= Weight of Dry Piece 
I= Weight of the Piece Soaked and Immersed 
E= Apparent porosity 
Variation of apparent porosity with increasing sintering temperatures are presented in figure 11 
12.Ingeneral, Apparent porosity decreases with increasing sintering temperature. Except for the 
temperature of 1500°C (set-1, Batch-3) for which the Apparent porosity increases with 
increasing sintering temperature. 

Specifie Apparent porosity values of all the samples are presented in the following table (Table 
12-13) 

Sintering 
temperature 

(°C) 
1400 

1425 

1450 

1475 

1500 

Sintering 
temperature 

(°C) 
1400 

Batch-1 

1450 

23.79 

14.56 

0.86 

0.06 

0.06 

Batch-6 

42.27 

42.74 

Batch-2 

26.42 

|19.00 

3.74 

Apparent Porosity of Batches (%) 

0.07 

0.03 

Batch-7 

Batch-3 

42.28 

43.37 

19.31 

0.17 

5.59 

0.05 

0.27 

Table. 12: Apparent Porosity of diferent batches of Fly Ash Bauxite bricks at different 
sintering temperatures. 

Batch-8 

42.43 

Batch-4 

Apparent Porosity of Batches (%) 

44.19 

4.89 

0.41 

0.09 

0.04 

Batch-9 

40.27 

Batch-5 

42.27 

0.57 

0.30 

1.16 

Batch-10 

37.40 

38.60 
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1500 

Apparent Porosity 

1550 

1600 

27 

21 

15 

-3 
1350 

Table. 13: Apparent Porosity of different batches of Fly Ash Alumina bricks at different 
sintering temperatures 

26.42 

23,7 

T931 

4.39 

0.57 

1400 

5.59 

37.29 

1425 1450 1475 

Temperature (deg. C) 

|43.65 

1500 

40.89 

33.09 

1550 

39.30 

B3 

32.81 

B1 

BS 

|16.30 

Fig.l1: Apparent Porosity of Batches of Bauxite Fly Ash vs Sintering Temperature 

B2 

B4 
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Apparent Porosity 

50 

43 

36 

29 

22 

15 
1350 

6.5 Bulk Density: 

42,99 

1400 

48,27 

1425 

1450 

37.4 

Sintering 
temperature 

(°C) 

1475 

1400 

1500 

34.6 

1450 

Batch-1 

2.42 

2.71 

43|65 

Fig. 12: Apparent Porosity of Batches of Fly Ash Alumina bricks vs Sintering Temperature 

3.04 

3.11 

39.3 

3.13 

Bulk density (BD) is an inverse property of apparent porosity and therefore varies with sintering 
temperature as shown in figure 13-14.In general, BD increases with increasing sintering 
temperature except for the temperature of 1500°C (set-1 and set-3) for which the BD decreases 
with increasing sintering temperature. Lowering of BD at higher temperature is once again due 
to "bloating" effect. 
Specific BD values of all the samples are presented in the following table (Table 14-15) 

1500 1550 

40,89 

2.28 

32l81 

2.55 

2.88 

3.04 

3.01 

Bulk Density of Batch composition (g/cc) 
Batch-2 Bateh-3 Batch-4 

37|29 

2.42 

33l09 

2.76 

2.92 

6.3 

1600 

2.93 

2.85 

2.63 

B6 

2.80 

2.83 

B8 B9 

B1O 

2.80 

B7 

Batch-5 

2.61 

2.66 

2.47 

Table. 14: Bulk Density of different batches of Fly Ash Bauxite bricks at different sintering 
temperatures 
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Temperature (deg. C) 



Bulk 

Sintering temperature 
(C) 

Density 

1400 

(gm/cc) 

1450 

1500 

1550 

1600 

3.2 

3 

2.8 

2.6 

2.4 

2.2 

Batch-6 

1350 

2.03 

2.28 

2.01 

1400 

2l8 

2.55 

Bulk Density of Batch composition (g/cc) 
Batch-7 Batch-8 

1425 

1.93 

1.89 

Table. 15: Bulk Density of different batches of Fly Ash Alumina bricks at different sintering 
temperatures 

3.4 

1.84 

2.2 
2.88 

1.78 

2.00 

3.43 

3.b4 

2.93 

2<8 

2.47 

1450 1475 

3.11 

3.1 

2.B5 

1.83 

1500 

1.76 

1.72 

1.80 

2.03 

Batch-10 

1550 

1.83 

1.81 

1.79 

1.97 

2.40 

B1 + 

B5 

B3 B4 

B2 

Fig. 13: Bulk Density of Batches of Fly Ash Bauxite bricks vs Sintering Temperature 
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Bulk Density (gm/cc) 

2.4 

2.26 

2.12 

1.98 

1.84 

1.7 
1350 

2.)3 

1.93 

1400 

2.01 

1.89 

1450 

1.79 

1.72 

1.g7 

1500 1550 

2.03 

1600 1650 

B6 B7 

B8B9 

B10 

Fig. 14: Bulk Density of Fly Ash Alumina bricks vs Sintering Temperature 
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Temperature (deg. C) 



It has been observed that as fly ash addition increases, maturing temperature decreases 
from 1500°C for batch 1&2 to 1425°C for batch 5. Maturing temperatures for batches 3 & 4 lies 
in between. 

2. 

3 

4 

7. CONCLUSIONS: 

5 

XRD peaks shows presence of mullite, corundum & cristobalite as major crystalline 
phases along with glassy phases. 

6. 

Highest micro hardness achieved at 10% addition of for fly ash. 
Fracture toughness is highest at 20% fly ash addition. 

One paper on Development of Wear Resistant Ceramics using coal ash " was presented 
at annual session of Indian Ceramic Society which was to be held at Jamshedpur from 09-10 

7 

Erosion test is to be done at CPRI, Bangalore for which quotation has been received. 

January, 2019. 
Sintering temperature is considerably reduced from the range of 1600°C-1650°C to 

1425°C1550°C, which is much lesser than the commercial products we get in market. Therefore, 
the production cost is reduced. 
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